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Foreword
4G LTE was about broad-reaching, universal connectivity and coverage. However, 5G is about an 
immersive experience, led by new services-enhanced mobile broadband access everywhere, massive 
Internet of Things (IoT), tactile Internet, higher user mobility, ultra-reliable communications, and enter-
prise use cases. These services have divergent latency, scale, and throughput requirements requiring 
network transformation in addition to 5G New Radio (NR) evolution. However, 5G is not just about 
radio; it is genuinely a network and services evolution. The promise of 5G services looks to be simul-
taneously an evolutionary and revolutionary opportunity.

The opportunity comes from new applications, business models, innovative new revenue streams, and 
leaner operational efficiency for mobile operators—all directly contributing to a more profitable set of 
offerings and robust business. However, the evolution of the mobile operator’s network is a significant 
financial (current ARPU being flat or declining) and engineering undertaking that must be thought 
through from end to end. The new network infrastructure must simultaneously satisfy 2G/3G/4G 
requirements and 5G’s exploding bandwidth demands, massive logical scale, and the incredibly low-
latency needs of new applications and services in an efficient, automated, programmable manner.

The traditional network design will not address these divergent 5G service requirements since services 
need to be placed closer to the edge to deliver ultra-low latency. Massively scalable, low-latency–
enabled applications at the edge will open up new ecosystems and business models across every indus-
try’s enterprise and residential markets. Hence, programmable network fabric, packet core evolution to 
Control Plane and User Plane Separation (CUPS), Multi-access Edge Computing (MEC), and network 
slicing will be the critical enablers for 5G architecture.

Mobile network operators have built large-scale LTE/LTE-Advanced networks that are mostly 
centralized today. Now they need to evolve their networks to accommodate 5G requirements. However, 
5G is not only about mobile operators. Alternate access vendors (AAV) will also need to evolve their 
network and services to cater to 5G service delivery needs. Enterprises will deploy private 5G.

Along with the significant technological change to the mobile core and radio access network (RAN), 
operators will also need to evolve their transport networks to cost-effectively deliver a satisfying 
mobile broadband experience while simultaneously meeting the scale requirements for massive IoT 
and the ultra-low-latency requirements for real-time applications. With the evolution of Centralized 
RAN to Cloud RAN, RAN decomposition (that is, the breaking down of baseband unit to virtualized 
centralized unit (CU) and distributed unit (DU)), virtual packet core to CUPS, and new services, IP 
transport will need to enable seamless connectivity and reachability, and support the flexible placement 
of mobile functions. 5G will also help the convergence of wireline and wireless architectures to 
support a broad range of SLAs for service and transport, starting with the stringent latency, bandwidth, 
and timing requirements. RAN densification (sub-6 GHz and mmW) in 5G, either by adding a new 
spectrum or by adding antennas, sectors, and/or carriers in the existing sites, will result in a massive 
number of service endpoints. The only way to avoid operational complexity is to reduce touchpoints 
for service enablement.
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All that being said, we need to manage the financial impact in 5G, meaning we need to reduce CapEx/
OpEx. The only way to achieve that would be stat-muxing using IP/Ethernet to reduce access costs 
instead of TDM technology.

It is therefore critical to invest in a 5G transport network that will underpin the worldwide adoption of 
5G technologies and delivery of applications.

I had the opportunity to work with network operators globally to help them in their 5G transformation 
journey. Most of them had similar questions: Will their network accommodate 5G network require-
ments of increased bandwidth, large scale, and low latency? How would they address the placement 
of the 5G cloud-native RAN network functions centralized unit (CU) and distributed unit (DU) and 
the packet core’s control and user plane functions? Is O-RAN ready for their deployment use case? Do 
they need to upgrade their cell site routers as well as pre-aggregation and aggregation routers for their 
existing and new C-band and mmW spectrum? How will they address low-latency edge use cases? 
What will be the requirements for the new far-edge, edge, and regional data centers? Can they place 
the user-plane function on the public cloud? How will they place compute at cell sites? What are the 
benefits of Cloud RAN, and what percentage of their RAN architecture will be fronthaul, midhaul, or 
backhaul? How can they deliver packet-based fronthaul? What are their dark fiber requirements? How 
can they monetize their network architecture to provide enterprise services? What are the network 
slicing requirements? How can they be ready for 5G and beyond? What is private 5G?

Besides network evolution questions, 5G network also requires changes in the network operator’s orga-
nizational structure due to a lack of clear responsibility demarcation. It involves transport, mobile core, 
virtualization, and RAN teams to understand the requirement of their adjacent areas.

A Network Architect’s Guide to 5G takes a holistic approach of providing an end-to-end mobile network 
evolution overview, starting with legacy 2G/3G and 4G LTE network architectures. It then introduces 
the promise of 5G with 5G fundamentals, followed by an in-depth coverage of 5G network transport, 
data center, edge data center, clocking, and 5G network design. It has done a great job of addressing the 
preceding questions and concerns by the network operators.

It may be the first book covering the mobile core, transport, RAN technology fundamentals, and 
network design details. I would highly recommend this book for anyone who is already working on 
5G transformation or is in the planning phase or for anyone who wants to understand end-to-end 5G 
network technologies and design.

—Waris Sagheer
Chief Technology Officer, 

Service Provider, Cisco Systems
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Preface
This book introduces the mobile network evolution toward 5G from a network architect’s perspective 
as well as provides an in-depth view of the concepts and technologies required to design and deploy 
5G-ready networks.

When the topic of 5G comes up, the focus is typically on the mobile core and radio technologies, 
often overlooking the underlying data network’s needs. The mobile core, radio access, and transport 
data networks have historically had well-defined boundaries, thus remaining fairly siloed throughout 
recent mobile evolutions. However, with 5G, these previously co-dependent yet segregated networks 
are becoming tightly integrated and encroaching on each other’s domains.

The essential fundamentals of mobile networks, along with advanced data network technologies, are 
therefore stitched together in this book to provide a comprehensive learning experience for network 
engineers, designers, and architects.

Motivation for Writing This Book
The authors of this book have been involved in designing and implementing complex service provider 
networks for a couple of decades. When tasked with designing a 5G network, however, the authors 
came to the realization that the knowledge and experience accumulated over the years while designing 
and deploying 3G and 4G mobile backhaul networks are no longer enough. As 5G network architects, 
the authors had to acquire deeper knowledge of mobile technologies to have meaningful dialogue 
with mobility and radio architects to be able to translate 5G requirements into an actionable transport 
network design.

With the rapid proliferation of 5G technology, more network engineers and architects will face similar 
challenges. These network professionals may be up to date with advanced networking technologies 
such as software-defined networks, Segment Routing, EVPN, and others, yet they are likely to find 
themselves in a position where they will need to be proficient in mobile technology to create sophisti-
cated and architecturally robust next-gen mobile transport networks that could satisfy 5G requirements.

The goal of this book is to bridge the knowledge gap for the traditional network engineers with an 
understanding of 5G technology and its implications on underlying transport networks. It also aims 
to enable these network architects to interpret the design requirements for the next generation and 
correlate those with the emerging and essential network technologies required to implement transport 
networks for 5G. Simultaneously, this book also provides radio network engineers and mobility archi-
tects a peek into enabling technologies for the networks supporting 5G.
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Introduction

Who Should Read This Book
This book introduces all essential aspects of a mobile communication network and thus assumes 
no prior knowledge of cellular networking concepts. It is primarily meant for network architects, 
designers, and engineers; therefore, knowledge of foundational networking concepts such as routing 
and switching technologies, quality of service mechanisms, Multi-Protocol Label Switching–based 
traffic forwarding, and so on is expected from the reader.

Following are some of the audience groups for this book:

■ IP network engineers, consultants, and architects involved in planning, designing, deploying, 
and operating mobile transport networks

■ Networking students as well as early and mid-career professionals looking to expand into 
service provider networking

■ Senior networking professionals setting strategic goals and directions for a mobile service 
provider and looking to evolve their current networks for 5G and beyond

■ Mobile core and radio access network (RAN) architects looking to understand how the 
transport network will need to adapt to the changes imposed by 5G

■ Large enterprise IT professionals looking to leverage services offered by 5G (for example, 
private 5G networks) for their organizations

■ Inquisitive minds trying to understand what 5G is all about

How This Book Is Organized
To allow technical and nontechnical audiences to consume the material in an effective manner, this 
book approaches the topic of architecting 5G networks using four key learning objectives.

Learning Objective I: Understanding the Evolution of Cellular Technologies from Pre-cellular to 
Today’s 4G LTE Networks

The first three chapters build the foundational knowledge necessary for network architects to under-
stand mobile communication networks.

Chapter 1, “A Peek at the Past”: The book starts with a historic view of the pivotal changes in mobile 
communication. This chapter takes into consideration the technological shifts in both data and mobile 
networks, while presenting a bird’s-eye view of mobile communication evolution from pre-cellular to 
1G and the enhancements offered by 2G, 2.5G, and 3G mobile networks.
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Chapter 2, “Anatomy of Mobile Communication Networks”: This chapter takes a closer look 
at distinct yet tightly interconnected domains that constitute an end-to-end mobile communication 
network: radio access network (RAN), mobile core, and mobile transport. It discusses the composition 
of all three domains in detail and introduces key concepts such as radio frequency (RF) spectrum 
allocation, types of cell sites, mobile backhaul networks, as well as the distinction between circuit 
switched and packet switched mobile cores.

Chapter 3, “Mobile Networks Today”: Currently deployed mobile technology is covered in this 
chapter, with a focus on 3GPP releases leading up to 4G LTE and Evolved Packet Core. This chapter 
also explores the use of Seamless MPLS for scalable backhaul architectures and brings in the concepts 
of Centralized RAN (C-RAN), fronthaul, and xHaul networks.

Learning Objective II: Foundational Concepts and Market Drivers for 5G

Chapters 4 and 5 introduce the 5G market drivers and use cases, followed by a deep dive into the 5G 
architecture and technologies.

Chapter 4, “The Promise of 5G”: Before diving into the details of 5G technology fundamentals, it is 
important to understand the value proposition presented by 5G. This chapter does exactly that by going 
over the market demands and the services offered by 5G to address those demands. This will enable the 
reader to better grasp the technological changes required to fulfill the promise of 5G.

Chapter 5, “5G Fundamentals”: This chapter explains the concepts and technologies imperative 
to designing and deploying 5G mobile networks. The chapter continues to focus on the evolution 
of RAN, mobile core, and transport to offer the full range of 5G services. It goes deeper into the 5G 
New Radio’s advanced antenna functions, virtual RAN architectures, the importance of Open RAN 
design as well as the decomposition and cloudification of 5G Core to enable Control and User Plane 
Separation (CUPS) and Service-Based Architecture (SBA). By the end of this chapter, the reader is 
expected to have gained a clear and solid understanding of the 5G architectural evolution and its impact 
on mobile transport networks.

Learning Objective III: Essential and Emerging Networking Technologies for 5G-Ready 
Networks

Chapters 6 through 9 go over the details of networking technologies necessary for architecting 
5G-ready mobile networks.

Chapter 6, “Emerging Technologies for 5G-Ready Networks: Segment Routing”: This chapter 
describes Segment Routing as well as its role in simplifying traditional MPLS-based networks and 
paving the path toward a software-defined network (SDN). It covers the mechanics of Segment Routing 
Traffic Engineering (SR-TE), the use of external controllers such as the Path Computation Element 
(PCE), rapid traffic restoration through Topology Independent Loop Free Alternative (TI-LFA), and 
Flexible Algorithms for transport network slicing. The chapter also introduces Segment Routing for 
IPv6 (SRv6).
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Chapter 7, “Essential Technologies for 5G-Ready Networks: DC Architecture and Edge 
Computing”: Technologies covered in this chapter enable the reader to understand the design and 
architecture of data centers (DCa) in a 5G network. It focuses on DC technologies as well as their 
evolution, integration, and positioning in the 5G transport networks. The chapter also goes over typical 
DC design and deployment considerations such as the Clos fabric, routing and switching within a DC, 
and the Data Center Interconnect (DCI) function. It briefly touches on the optimization of compute 
resources for applications hosted in data centers.

Chapter 8, “Essential Technologies for 5G-Ready Networks: Transport Services”: This chapter 
goes further into the essential networking technologies, focusing on the virtual private network service 
required for end-to-end (E2E) connectivity between various components of the mobile communication 
network. It covers traditional Layer 2 VPN (L2VPN), Layer 3 VPN (L3VPN), and the newer Ethernet 
VPN–based services and their use across fronthaul, midhaul, and backhaul networks.

Chapter 9, “Essential Technologies for 5G-Ready Networks: Timing and Synchronization”:
Timing and synchronization are often overlooked, yet they are critical aspects of an efficient mobile 
network architecture. This chapter covers the basics of timing and synchronization, including the 
concepts of phase, frequency, and time of day (ToD) synchronization as well as their relevance and 
importance in a 5G network. The chapter expands on synchronization sources and timing acquisition 
along with the protocols and architectures required to distribute highly accurate timing information in 
a mobile communication network.

Learning Objective IV: Architecting and Designing a 5G Network

This part of the book (a single chapter) guides you in forging a cohesive 5G network architecture by 
amalgamating the principles of mobile radio communications with advanced transport network tech-
nologies.

Chapter 10, “Designing and Implementing 5G Network Architecture”: This chapter blends 
together all the knowledge shared in the previous chapters and applies that knowledge toward the 
design and implementation of a 5G-capable mobile communication network. The chapter covers 
end-to-end design considerations such as domain-specific requirements in xHaul networks, device 
selection criteria, routing design simplification, QoS modeling, and vRAN deployment scenarios. It 
also covers the use of a private cloud infrastructure as well as augmenting it with a public cloud to 
deploy 5G mobile communication networks. The chapter concludes with a hypothetical conversation 
between a network architect and radio engineers, the mobility team, and deployment specialists, high-
lighting the blurring of boundaries between the RAN, mobile core, and xHaul networks, as well as the 
skills expected from the network designer to extract critical information required to build 5G transport 
networks.
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It’s worth mentioning that this book is written with a vendor-neutral approach and does not give 
recommendations on what vendor should be deployed. If anything, the book sometimes calls out the 
reluctance of incumbents in creating an open mobile ecosystem. This is done to provide the reader with 
an honest assessment of the complexities in mobile networking as well as the challenges faced by new 
entrants in the industry.

Register your copy of A Network Architect’s Guide to 5G on the InformIT site for convenient access to 
updates and/or corrections as they become available. To start the registration process, go to informit.
com/register and log in or create an account. 
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Essential Technologies for 5G-Ready 
Networks: Transport Services
The mobile communication network’s services are collectively implemented using functions spread 
across the RAN, xHaul, and mobile core domains. These functions seamlessly interact to implement 
the mobile service through connectivity provided by the xHaul network. In the early generations of 
mobile communications, a simple Layer 2 (L2) or circuit switched network was sufficient for back-
hauling mobile traffic. But in the current and future generations of mobile communications network 
(MCN), the xHaul networks require the flexible, scalable, cost-effective, and operationally simple 
solutions provided through IP- and MPLS-based networks. For these xHaul networks to provide the 
connectivity expected of them, transport network services, or simply transport services, are imple-
mented as an overlay using virtual private networks (VPNs). These transport services are typically 
a subset of an end-to-end mobile service and have a vital role in the realization of services provided 
by the MCN. This chapter will explain the various technologies and methods used to implement the 
transport services for enabling a 5G network.

What’s a 5G Transport Service?
It should be well understood by now that the components that make up a mobile service for an end 
consumer reside in multiple network domains. The RAN domain contains the radio-related equipment, 
where a mobile subscriber connects to the mobile provider’s network. This equipment consists of 
antennas and baseband processing units that, by virtue of RAN decomposition, can be spread across 
multiple geographical locations (that is, the cell site, the far edge, and the edge DCs). The RAN 
devices must communicate with the 5GC functions, which are also likely to be spread over multiple 
data centers (DCs) through the introduction of CUPS. The 5GC provides subscriber authentication, 
registration, and connectivity to the data network (DN) and other required functions to enable mobile 
services for the end subscriber.

Chapter 8
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These mobile services would not be possible without a robust transport infrastructure, which in turn 
offers a transport service, enabling connectivity between mobility functions in different domains as 
well as within the same domain. Examples of interdomain transport services include connectivity 
between the centralized unit (CU) that is part of the RAN, and the user plane function (UPF) that is part 
of the 5GC. Intradomain service examples may include connectivity between the radio unit (RU) and 
distributed unit (DU) and between the DU and CU—all of which are in the RAN domain.

While the forwarding mechanism might vary with the network domain (for example, Segment Routing 
in xHaul, VXLAN in the DC), the overlay services almost always require some degree of isolation to 
allow multiple traffic types to be transported independently over the same underlying infrastructure. 
This traffic separation is provided by the use of a VPN that can be established entirely within the xHaul 
domain (for example, Xn for 5G and X2 for 4G interfaces between cell sites) or extended into different 
DCs in a 5G network with decomposed RAN. The next section elaborates on the type of VPN services 
used in the transport network to enable end-to-end mobile services.

VPN Services
The term VPN has different meanings for different groups of people; in general, a VPN is equated 
with interoffice connectivity or secure remote access. In a service provider environment, however, 
VPNs are virtually always synonymous with transport services aimed at providing separation between 
traffic from different source groups in an effort to transport them over a common underlying infra-
structure. Figure 8-1 highlights the use of VPNs in a service provider environment, where traffic from 
different service types (such as residential, enterprise, and mobile) is transported over a single under-
lying infrastructure that provides a degree of separation. This separation ensures that each service type 
can receive differentiated treatment based on the agreement with the service provider.

Business/Enterprise Services

Service Provider Transport Network 
Residential Services

(Cable, PON , DSL, Fiber or other)

Mobile ServicesM

Mobile VPN(s)

Business/Enterprise VPN – Customer A

Business/Enterprise VPN – Customer B

Residential VPN

FIGURE 8-1 Service Isolation Using VPNs in Service Provider Networks

Using VPNs, the service provider can offer transport services for either Layer 3 (L3) or L2 traffic. 
When L3 traffic (IP) is transported over the service provider network, the service is called L3VPN, 
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whereas L2VPN refers to a VPN service capable of transporting L2 frames. With Ethernet replacing 
older L2 technologies such as ATM and Frame Relay, modern L2VPN refers to the mechanism used 
to transport Ethernet traffic over an IP or MPLS transport underlay. Over the years, L2VPN tech-
nologies have been an area of extensive innovation. Traditionally, L2VPN services were implemented 
to provide an alternative to point-to-point leased lines, later evolving into multipoint Layer 2 tech-
nologies. More recently, Ethernet VPN (EVPN) has emerged as the de facto replacement for traditional 
L2VPN technologies such as Ethernet over MPLS (EoMPLS). This section covers both the traditional 
L2VPN technologies as well as EVPN for L2 transport over an IP/MPLS-based infrastructure.

Traditional Layer 2 VPN Services
L2VPNs have been instrumental in providing mobile services in early MCNs. As covered in Chapter 2, 
“Anatomy of Mobile Communication Networks,” and Chapter 3, “Mobile Networks Today,” pre-4G 
mobile networks required connectivity only between base stations (that is, cell sites) and their controllers 
(base station controllers in the case of 2G or radio network controllers in 3G). These controllers typi-
cally resided in the central office (that is, a regional or central DC), and their connection to the cell sites 
was initially achieved through the use of Frame Relay over T1/E1 links. As the transport networking 
technologies evolved in the 1990s and early 2000s, ATM started competing with Frame Relay for this 
connectivity. By the time 4G started gaining traction, the de facto standardization of Ethernet and 
MPLS over IP as the transport technology of choice made L2VPNs over MPLS the dominant tech-
nology for mobile transport.

Point-to-point L2VPN continued to be the predominant connectivity mechanism from the cell sites 
to the central office; however, the use of X2 interfaces in 4G (that is, connections between cell sites) 
introduced point-to-multipoint communication into the mobile backhaul. While L3VPNs are better 
suited for multipoint connectivity and are preferred for mobile transport networks, L2VPNs are still 
used in certain cases. One such example is the connectivity between the RU and DU in the case of 
decomposed RAN deployments. At the time of this writing, almost all implementations of RU and DU 
require L2 connectivity, which is implemented using traditional L2VPN or, relatively newer, Ethernet 
VPN (EVPN). This section covers the technical fundamentals of implementing point-to-point and 
multipoint traditional L2VPNs, whereas the next section will cover EVPN.

Note

Even though the 3GPP and O-RAN Alliance specifications allow the use of either Ethernet (L2) or 
IP (L3) for connectivity between the RU and DU, virtually all current implementations of RU and 
DU use Ethernet (L2) connectivity through the fronthaul network, thus requiring L2VPN services in 
the fronthaul.

Future implementations of RU and DU may transition to IP-based connectivity, making L3VPN a 
feasible option for fronthaul. Backhaul and midhaul already use L3VPN services, as specified in 
O-RAN’s xHaul Packet Switched Architecture Specifications.
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Point-to-Point L2VPN Services

Various different industry terminologies are used to describe the functionality provided by point-
to-point L2VPN services. In the MEF ecosystems, point-to-point L2PVNs are called Ethernet Line 
(E-Line) services, whereas earlier IETF RFCs called this functionality Pseudo-Wire Emulation Edge-
to-Edge (PWE3), or simply a pseudowire.1 The terms virtual circuit (VC) and pseudowire are also used 
interchangeably to define an L2VPN point-to-point circuit. Vendors also have been using their own 
terminologies to define the point-to-point L2VPN services. For instance, some Cisco implementa-
tions refer to point-to-point L2VPN as Any Transport over MPLS (AToM), signifying that in addition 
to Ethernet, other traffic types such as ATM and T1 could also be transported over an MPLS infra-
structure.2 Other vendors, such as Nokia and Huawei, use the more generic Virtual Leased Line (VLL)
terminology to refer to point-to-point L2VPN.3 Nokia further classifies its various L2VPN imple-
mentations as xPipe, where x can be substituted for the traffic type being transported in the L2VPN. 
For instance, ePipe, aPipe, or iPipe would refer to Nokia’s implementation of Ethernet, ATM, or IP 
transport over L2VPN, respectively.4 More recently, the industry as a whole has embraced virtual 
private wire services (VPWS) as the standard terminology when referring to point-to-point L2VPN 
services.

Ethernet has been the dominant L2 transport technology, and MPLS has been the de facto forwarding 
mechanism in large service provider networks. With this context, it comes as no surprise that Ethernet 
over MPLS (EoMPLS) has been the most widely used point-to-point L2VPN technology for several 
years. Effectively, EoMPLS works by encapsulating an Ethernet L2 PDU within an MPLS label (called 
the VPN label, Service label, or VC label) and forwarding the traffic over the underlying MPLS infra-
structure. This VC label is unique to each individual EoMPLS pseudowire and is used to uniquely 
identify VPWS circuits. The L2VPN packet is typically encapsulated within another MPLS label, 
called the next-hop label or transport label, which identifies the forwarding path. In other words, 
almost all L2VPN traffic contains at least two MPLS labels: the inner label (VC label) that identifies 
the L2VPN circuit, and the outer label (transport label) that identifies the label switched path the traffic 
should take in the MPLS network.

The VC labels remain unchanged between the service endpoints, while the transport label might 
change due to the nature of MPLS-based forwarding where a label swap can occur at intermediary 
nodes. When the traffic is received on the penultimate hop, the outer label might be removed due to the 
penultimate hop popping (PHP) behavior and the remaining frame is forwarded toward the destination 
provider edge (PE) router with the inner label exposed. At the destination PE, this VC label identifies 
the L2VPN circuit and the attachment circuit associated with it. The attachment circuit is simply an 
Ethernet interface connecting the end device to the PE router providing the EoMPLS functionality. The 
VC label is then removed and the original Ethernet payload is forwarded over the attachment circuit, 
thus completing the L2VPN. Figure 8-2 shows the use of these inner and outer labels in a VPWS 
service.
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Data
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Ethernet Frame

Data

Ethernet Frame

Data

Ethernet Frame

Data

EoMPLS Pseudowire
Layer 2 Attachment Circuit

Layer 2 Attachment Circuit

FIGURE 8-2 Ethernet over MPLS (EoMPLS) Forwarding

The VC labels are unique to each VPWS, and the PE devices on either end of the pseudowire are 
responsible for imposing these labels. Although these imposed labels don’t have to match, both PE 
devices must be aware of each other’s VC label in order for the EoMPLS pseudowire to be estab-
lished. These VC labels can be configured statically on both PE devices or dynamically allocated and 
exchanged during the pseudowire setup process. Multiple competing IETF RFCs exist that define the 
protocols used for dynamic VC label allocation and propagation. One of the earlier standards, RFC
4906, prescribes the use of Label Distribution Protocol (LDP) to assign and distribute VC labels. LDP 
is already used to exchange transport labels between adjacent routers in MPLS-LDP environments. 
Because the endpoints of an EoMPLS PW typically are multiple hops away, RFC 4906 proposes a 
mechanism to establish a Targeted LDP (T-LDP) session between nonadjacent MPLS routers.5 This 
T-LDP session is in addition to the already existing LDP sessions an MPLS-LDP-enabled router would 
establish with its directly connected neighbors. RFC 4906 was based on an IETF draft co-authored by 
Luca Martini of Level 3 Communications (later joined Cisco Systems), and as such the T-LDP-based 
EoMPLS is also commonly referred to as draft-martini.

The other mechanism for VC label exchange was documented in RFC 6624 and RFC 4761, both of 
which propose the use of Border Gateway Protocol (BGP) for L2VPN signaling and discovery.6, 7

These RFCs enhance BGP by introducing a new L2VPN address family to exchange L2VPN infor-
mation between the PE routers. Using this new address family, the MPLS PE routers could automati-
cally discover and signal the establishment of L2 pseudowires. BGP-based L2VPN signaling and auto-
discovery was first proposed by Juniper Network’s Kireeti Kompella, and thus BGP-based L2VPN 
implementations were commonly called draft-kompella.

Cisco originally favored draft-martini, which popularized T-LDP-based EoMPLS implementations. 
Cisco later joined Juniper Networks in drafting the RFCs supporting BGP-based L2VPN auto-discovery 
and signaling mechanisms based on draft-kompella. Today, most if not all networking equipment 
manufacturers support both the draft-kompella and draft-martini implementations for L2VPN services.

The use of LDP in transport networks has been steadily declining over the past several years for 
many reasons (as discussed in Chapter 6, “Emerging Technologies for 5G-Ready Networks: Segment 
Routing”) and being substituted with Segment Routing (SR). Because SR deprecates the use of LDP for 
transport label exchange, the VC label signaling can’t happen over T-LDP and can only be exchanged 
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using BGP, or configured statically. When using statically defined VC labels, the EoMPLS pseudowire 
is colloquially called static pseudowire and is supported by most networking equipment vendors.

Use of Q-in-Q for L2VPN

Using EoMPLS end-to-end requires the cell site routers (CSRs) to support MPLS-based forwarding. 
While an overwhelming majority of current CSRs support MPLS, there might be scenarios where 
a service provider chooses an L2-only CSR. In those cases, L2VPN tunneling through the access 
domain is provided by Q-in-Q, which encapsulates Ethernet frames (usually VLAN tagged) within 
another VLAN, called Service VLAN or S-VLAN.

In these cases, EoMPLS is implemented in the aggregation and core domains, which works in 
conjunction with Q-in-Q in the access domain to implement an end-to-end L2VPN. This scenario 
was briefly discussed previously in Figure 3-18 in Chapter 3. Nevertheless, today, Q-in-Q-based 
architecture for mobile transport is rarely, if ever, used due to the availability of low-cost, feature-
rich, MPLS-capable CSRs and is mentioned here only for completeness.

Due to the simplicity, ease of deployment, and effectiveness of VPWS services, point-to-point L2VPNs 
are by far the most widely deployed L2VPN in service provider networks—mobile and otherwise. The 
VPWS service is always configured between two endpoints and, thus, traffic is not flooded to other 
devices as it would in a flat L2 network. As such, there is no need for MAC learning and address table 
lookups, saving precious memory space. VPWS services can be port-based (that is, all traffic from an 
attachment circuit is transported over the pseudowire) or VLAN-based, where every individual VLAN 
on the attachment circuit can be assigned its own VPWS pseudowire.

Point-to-point L2VPN services do have some drawbacks, however, particularly around scalability and 
redundancy of the pseudowires. In larger networks, with tens or hundreds of thousands of cell sites, 
the number of pseudowires required to provide connectivity from each cell site router to the central 
DC can push the scalability boundaries of the device(s) at the hub locations. The two endpoints of the 
pseudowire—the CSR and the terminating router, possibly a DCI or DC border leaf—represent single 
points of failure for the service. Cell sites typically rely on a single CSR, but, as a best practice, the 
router on the other end of the VPWS service is typically deployed in pairs.

By definition, a point-to-point pseudowire can only be established between the CSR and only one of 
the remote routers, raising redundancy concerns. To address this concern, EoMPLS allows the use of 
a backup pseudowire, where a CSR establishes a primary or an active pseudowire to one of the remote 
nodes, while at the same time establishing a backup pseudowire to the second one. In case of a primary 
node failure causing the active pseudowire to go down, the backup pseudowire assumes an active role 
and starts forwarding traffic, thus allowing service continuity. Figure 8-3 illustrates this concept of an 
active-backup pseudowire. While this solves the redundancy challenge, only one of two pseudowires 
can be used at any given time, thus reducing overall efficiency and scalability. Ethernet VPN, discussed 
later in this chapter, is one of the newer technologies that addresses this concern and offers an All-
Active multi-homing solution for VPWS.
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FIGURE 8-3 VPWS Redundancy Through Active-Backup Pseudowires

Multipoint L2VPN Services

Point-to-point L2VPN services are effective and easy to implement, but as previously indicated, these 
can present both device and architectural scale challenges should a large number of VPWS pseu-
dowires converge on a single endpoint. Device scalability issues arise from the total number of discrete 
pseudowires the endpoint would need to support, whereas architectural scalability results from the 
network-wide resource usage, such as VLANs that might be required for each of those pseudowires. In 
some cases, it can be beneficial to terminate all the spoke pseudowires (that is, the pseudowires coming 
from multiple access locations) into a single bridge domain on the destination endpoint, thus creating 
a virtual hub-and-spoke topology.

A bridge domain is an indispensable element of any multipoint L2 service that represents a virtual 
construct within a PE router, providing L2 traffic-switching and MAC-learning functions. In simplistic 
terms, a bridge domain could be thought of as a mini-L2 switch within the PE router itself that provides 
traffic switching between its many interfaces. In the context of L2VPN, the interfaces associated with 
a bridge domain could be physical ports, Layer 2 subinterfaces, or pseudowires connecting to other 
PE devices. As such, a bridge domain provides traffic switching between L2 attachment circuits and 
pseudowires, as shown in Figure 8-4.
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FIGURE 8-4 Bridge Domain Concepts

In a point-to-multipoint architecture, the bridge domain on the hub site router terminates pseudowires 
from multiple spoke routers—likely CSRs. While not decreasing the total number of pseudowires, 
the use of point-to-multipoint L2VPN simplifies the overall architecture by eliminating the need to 
maintain each pseudowire as a separate transport service. Additionally, terminating all the pseudowires 
on a single bridge domain on the hub site’s router simplifies the configuration required at the hub 
by possibly eliminating the need for a separate L2 construct (typically a L2 sub-interface) for each 
pseudowire. The bridge domain performs MAC learning to ensure traffic from the attachment circuit 
is forwarded over the correct pseudowire, although any broadcast traffic, multicast traffic, and unicast 
traffic to a destination with an unknown MAC address (collectively called BUM traffic) from the 
attachment circuit are expected to be sent over all the pseudowires terminating on that bridge domain. 
This behavior is indeed required to ensure that equipment at the hub site can communicate with the 
access nodes on the other end of the pseudowires.

On the other hand, to ensure that traffic from spoke nodes does not get sent to other spoke nodes, 
split horizon functionality can be implemented on the hub site where multiple pseudowires are termi-
nated. Split horizon, in this case, allows traffic from any of the PE devices (that is, a pseudowire) to 
be sent only to the attachment circuit and not to other pseudowires, thus significantly reducing traffic 
flooding over the point-to-multipoint services. Return traffic from the attachment circuit is forwarded 
to the pseudowire based on the MAC address learned on the bridge domain. Metro Ethernet Forum 
refers to this hub-and-spoke, point-to-multipoint L2VPN implementation as an Ethernet Tree (E-Tree). 
Figure 8-5 shows a comparison between multiple VPWS and a single point-to-multipoint service.
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FIGURE 8-5 Point-to-Point and Point-to-Multipoint L2VPN Services

The E-Tree scenario outlined in Figure 8-5 is helpful where multiple spokes need to establish Layer 2 
connections to a single hub site. This scenario is, however, not conducive to a truly multipoint commu-
nication where spokes would want to communicate with each other, in addition to the central locations. 
The any-to-any L2 connectivity, referred to as Ethernet LAN (E-LAN) by the Metro Ethernet Forum, 
was in fact a precursor to E-Tree. Multipoint E-LAN services have traditionally been implemented 
using Virtual Private LAN Services (VPLS), originally defined in RFC 4761 and RFC 4762. The two 
RFCs define the use of Kompella and Martini draft-based mechanisms in establishing in the individual 
pseudowires that make up a VPLS-based multipoint service.

Strictly speaking, VPLS is not a technology but rather an architecture that relies on participating PE 
routers to establish a full mesh of individual pseudowires among them to exchange L2 traffic. These 
pseudowires can be established using T-LDP session (RFC 4762) or BGP (RFC 4761) and, depending 
on the vendor’s implementation, are tied together through a combination of a VPLS instance and bridge 
domain. Juniper’s implementation uses the term VPLS Routing Instance, whereas Cisco calls its VPLS 
instance a Virtual Forwarding Interface (VFI). Whatever the case, each VPLS instance, configured 
on participating PE routers, identifies the network-wide multipoint L2VPN service and provides L2 
traffic switching between PE routers and their respective attachment circuits. Because VPLS is typi-
cally implemented as a full-mesh architecture, loop avoidance becomes a key tenet of any viable VPLS 
implementation. As a rule of thumb, VPLS architecture, similar to E-Tree implementation (covered 
earlier), should not transmit traffic received from a PE (that is, from a pseudowire) to another PE (that 
is, to another pseudowire). Traffic from a pseudowire, even BUM traffic, should be forwarded only 
to an attachment circuit to avoid loops and traffic duplication within the L2VPN service. Typically, 
this behavior is the default implementation by major networking equipment vendors, but it does allow 
configuration tweaks to allow flexibility in design choices. One such design is the use of Hierarchical 
VPLS (H-VPLS), which circumvents the split-horizon rules to allow traffic to be passed between select
pseudowires in an effort to create a more scalable multipoint L2VPN architecture.
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While useful for multipoint L2 connectivity, the full-mesh implementation for VPLS results in an 
extremely high number of individual pseudowires in the network should the number of L2 endpoints 
grow beyond just a handful of PE devices. For instance, a six PE topology, such as that shown in 
Figure 8-6, requires 15 pseudowires to provide any-to-any full-mesh connectivity. Each of these 15 
pseudowires have two endpoints (originating and terminating PE), and thus 30 configuration touch-
points. A network double its size (12 PE devices) would require more than four times as many (64) 
pseudowires, using the mathematical formula:

n*(n − 1)/2

where n is the number of PE devices. 

Given these calculations, it is fairly obvious that a network with dozens or tens of dozens of L2 endpoints 
could result in an unmanageable number of VPLS pseudowires for each VPLS instance. If multiple VPLS 
instances are required, the result is an unfathomable number of total pseudowires that will test the scalability 
limits of individual devices as well as the network as whole. Another challenge with full-mesh VPLS imple-
mentations is the introduction of new L2 nodes or PE devices in an existing VPLS instance. Introducing a 
new PE in an VPLS instance is a network-wide disruption, where configuration changes might be required 
on all the existing PE devices to support the new pseudowires that need to be implemented.

H-VPLS offers a flexible and scalable alternative to the full-mesh VPLS topology by creating a two-
level hierarchy of pseudowires. The core or aggregation devices implement the full mesh of pseu-
dowires, as is typically done in a traditional VPLS implementation. The endpoints, or rather their 
associated PE routers in the access domain, then use a spoke pseudowire to connect to their closest 
aggregation or core PE. As the typical number of core and aggregation PEs is substantially lower 
than access PE devices, H-VPLS delivers a more scalable architecture that requires a lower number 
of total pseudowires. Split-horizon rules have to be tweaked in H-VPLS deployments to allow traffic 
forwarding between the spoke and core pseudowires. Network architects must ensure a loop-free 
topology in an H-VPLS architecture through careful split-horizon planning between core and spoke 
pseudowire. Figure 8-6 explains this further by highlighting the reduced number of pseudowires in an 
H-VPLS environment compared to a traditional VPLS architecture.

Full mesh of pseudowires
across all VPLS PEs

Full mesh of pseudowires
only at aggregation or

Core nodes

“Spoke” pseudowires from
aggregation/core to
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FIGURE 8-6 VPLS and Hierarchical VPLS (H-VPLS) Concepts
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Multipoint L2VPN is an important tool in a network architect’s arsenal, but its applicability in MCN 
has been steadily decreasing over the past several years. This is because more and more endpoints 
are becoming “IP aware,” and thus most modern MCNs use Layer 3 VPNs as their primary transport 
mechanism. Pockets of MCNs, where RAN or mobile core devices might not be L3 aware, still rely on 
Layer 2 point-to-point or multipoint services, such as the RU-DU connectivity in the fronthaul, where 
L2 services are the only viable option currently. The rest of the xHaul transport uses L3VPNs, as also 
defined in the O-RAN’s xHaul Packet Switched Architecture Specifications.8

Layer 3 VPN Services
Commonly referred to as IP VPN or MPLS VPN, L3VPN services are some of the most successful, if 
not the most successful, transport services over the past few decades. L3VPNs have universal appli-
cations in both the service provider and enterprise sectors to achieve traffic separation and connec-
tivity between multiple sites. While L2VPN provides Layer 2 (primarily Ethernet) connectivity over an 
MPLS network, L3VPN offers Layer 3 (usually IP) connectivity. With IP being the primary connec-
tivity mechanism for various MCN components, mobile service providers extensively use L3VPNs 
within and across each MCN domain to enable end-to-end mobile services.

MPLS-based L3VPN is not precisely a new technology. In fact, the earliest IETF draft outlining MPLS 
VPN methods and functions dates back to the year 1998, and it was adopted as RFC 2547 in 1999.9

Since its introduction, MPLS VPN have gone through many updates defined in various RFCs, all 
aimed at enhancing its functionality and operations.

At its core, MPLS L3VPN enable a router to isolate and terminate a customer connection using a 
feature called Virtual Routing and Forwarding (VRF). A VRF is a Layer 3 construct within the MPLS 
PE that creates a separate routing and forwarding table. An MPLS PE supports multiple VRFs, thus 
providing a number of discrete customers their own routing table, thus segregating each customer’s 
routing. These VRF-specific routing tables are different from the default or global routing table and 
contain only the reachability information for specific VPNs. Each VRF also contains one or more inter-
faces, both physical and logical. Physical interfaces in the VRF are used to connect the provider’s PE 
device to the customer equipment.

What Does VRF Stand for Anyway?

Although in the earlier L3VPN RFCs, a VRF was called VPN Routing and Forwarding, the industry 
has since moved to using the Virtual Routing and Forwarding terminology instead, and this shift is 
reflected in vendor documentation as well as later RFCs.

Traffic received on interfaces belonging to a VRF can either be routed only to other interfaces that are 
part of the same VRF or sent to the remote VPN destinations using the routes in the VRF routing table. 
The VRF-specific routes are exchanged between MPLS PEs using Multi-Protocol BGPs (MP-BGP)—
a term given to a collection of extensions and features that allows BGP to carry reachability infor-
mation for multiple address families, including VPNv4, VPNv6, L2VPN, and EVPN, as well as the 
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global IPv4/IPv6 routes. The routes exchanged for VPN are different from regular IPv4 routes in the 
sense that these are 12-byte entities instead of a regular 4-byte IP address. The additional 8 bytes come 
from a field called Route Distinguisher (RD) that is appended to every IPv4 route in the VRF, making 
it a VPN-IPv4 route, commonly called a VPNv4 route.10

Route Distinguishers

Although first defined and used for MPLS L3VPN, Route Distinguishers have since been used for 
making routes unique in other address families, such as EVPN, as well.

RD values are defined by service providers and generally use an autonomous system number 
(ASN) as part of the naming convention. This, however, is just a popular approach for naming 
consistency, rather than being mandated by the standard bodies.

The use of a unique RD for each VRF unlocks the possibility of IP address overlap between the 
multiple VRFs. In fact, one of the key benefits of L3VPN is the possibility of using the same IP 
addresses in the global routing table as well as in one or more VRFs, allowing the VPN customers to 
use any IP addresses for their endpoints, including private IP addresses, without worrying about IP 
address overlap with other customers. An RD has no discernable value in the MPLS VPN ecosystem 
other than uniquely distinguishing VPNv4 routes across multiple VRFs. Although entirely symbolic in 
nature, the RDs are transmitted as part of VPNv4 routes using MP-BGP. Figure 8-7 shows the MPLS 
BGP L3VPN concept across an SP network.
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FIGURE 8-7 L3VPN Overview
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Upon receiving the VPNv4 routes from remote MP-BGP peers, an MPLS PE populates its VRF-specific 
routing table based on the Route Target (RT), an 8-byte field that determines the VPN membership of 
a route, and can also be used for route filtering between multiple VPN sites. RTs are configured upon 
VRF creation and are exported with a VPNv4 route. These RTs are carried to other PE devices using 
MP-BGP Extended BGP Communities defined in RFC 4360.11 Upon receiving a VPNv4 route and 
its associated RT, the remote MPLS PE may choose to import the routes tagged with this RT into the 
VRF, thus populating the VRF-specific routing table. Multiple RTs, both for import and export, can 
be configured on a VRF and provide a simple yet powerful route-filtering mechanism in VPN-enabled 
networks.

Route Distinguishers vs. Route Targets

Networking professionals can sometimes find the concept of RD and RT confusing, maybe due 
to the somewhat similar naming convention. Both the RD and RT are assigned by the service 
provider implementing VPN services and have no significance outside their network.

In short, RDs are only used to allow possibly overlapping IP addresses across VRFs by making 
the RD:IP combination unique and preventing BGP speakers from comparing routes belonging to 
different VPNs.

RT, on the other hand, controls the distribution (that is, the import and export) of VPNv4 routes 
with an MPLS VPN.

Since its introduction in the late 1990s, MPLS-based L3VPNs have gone through a number of refine-
ments and enhancements. One of the recent enhancements was the use of L3VPN with Segment 
Routing Traffic Engineering (SRTE) through route coloring and automated steering, as already 
discussed in Chapter 6. In fact, given the popularity and widespread use of MPLS-based L3VPNs, 
automated steering of L3VPN traffic into a Segment Routing policy was among the very first use cases 
to be implemented for SRTE.

L3VPNs are used extensively in today’s mobile communication networks. These VPN services are 
implemented not only to provide connectivity between various MCN domains, but also to ensure traffic 
isolation between mobile, fixed access, enterprise, and other services. Almost all mobile networks 
offer multigenerational services, where 2G and 4G are the most commonly offered services, with some 
providers still offering 3G services as well. In these scenarios, a separate L3VPN is typically used for 
each mobile generation. VPN services are also used to implement logical interfaces defined by 3GPP 
for connectivity between mobile components. For instance, X2 (for 4G) and Xn (for 5G) interfaces 
require inter-cell-site (or rather inter-eNB or inter-gNB) connectivity, which is usually implemented 
by using L3VPN.

Route targets, among other route-filtering techniques, play an important role in ensuring VPNs provide 
an appropriate level of connectivity. For instance, when all cell sites are part of the same VPN, it 
creates scalability challenges. To reiterate, cell site routers are typically smaller, relatively lower-cost 
devices with limited memory and CPU resources. Learning the IP or VPN routes of all other cell sites 
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(often tens of thousands of sites) on a single CSR creates a significant scalability challenge. Xn (or 
X2) connections are typically required only between adjacent cell sites for handovers and advanced 
antenna functions such as multi-radio or coordinated multipoint transmissions. Route targets can prove 
useful here by filtering unwanted routes across the VPN PE devices. In the case of MCN, each RAN 
domain (that is, the collection of RAN sites in close vicinity) can export VPN routes tagged with a 
route target unique to that domain. Neighboring RAN domains can then import only the route with 
the desired route targets (typically only the neighboring RAN domains and the packet core), thus 
providing built-in route filtering. Central VPN sites, such as those connecting the mobile core to the 
VPN service, will need to import routes tagged with RTs from all the RAN domains in order to ensure 
connectivity between the mobile core and cell sites. These could be a significant number of routes, but 
the networking devices at the central sites are high-end routers that do not suffer from the same scal-
ability challenges as a typical CSR, and are able to support a much higher route scale. Figure 8-8 shows 
an example use of L3VPNs in an MCN.

RAN Domain 3

RAN Domain 2

RAN Domain 1

Route Target Export: RAN 1
Route Target Import: RAN 2
Route Target Import: 5GC 

Route Target Export: RAN 2
Route Target Import: RAN 1
Route Target Import: RAN 3
Route Target Import: 5GC 

Route Target Export: RAN 3
Route Target Import: RAN 2
Route Target Import: 5GC 

Service Provider
MPLS Transport 5G Core

Route Target Export: 5GC
Route Target Import: RAN 1
Route Target Import: RAN 2
Route Target Import: RAN 3
(And all other RAN Domains)

RRRRRRRRAAAAAAAANNNNNNN DDDDDomaiiiin 2n 22222ain 2

NNN Domain 1

Serv
MPL

Do

main 333333omRANN DDo

VPN

FIGURE 8-8 Route Targets Controlling VPN Route Distribution in an MCN

Ethernet VPN (EVPN)
The tremendous popularity and deployment success of both L2 and L3 VPN services over the last two 
decades did drive a lot of innovation and development work in both L2 and L3 technological camps. 
Although more and more end devices are steering away from L2-only connectivity and embracing the 
routable L3 approach, L2 services still play a vital role in modern MCNs and DCs. Indeed, not every 

9780137376841_print.indb   287 11/04/22   7:09 PM



CHAPTER 8 Transport Services288

communication flow can be easily retrofitted to use IP protocol stack, as this might require significant 
redesign of an end device’s hardware and software. Besides, there is common perception that the use of 
L2 simplifies redundancy and mobility of a service. In fact, there is a degree of truth in such perception. 
Applications in geo-redundant DCs often rely on L2 for load mobility, as migrating an IP flow in the 
backend of a DC can be a challenging task due to services disruption caused by reconfiguring IP 
addressing and routing. While the use of L2 technologies might simplify applications’ architecture, it 
usually does not reduce overall system complexity, but rather shifts it from applications to the network.

As discussed in the previous section of this chapter, L2VPN services do have their own set of chal-
lenges, such as scalability of MAC learning via a flood-and-learn approach and the lack of All-Active 
redundancy models, especially in point-to-point pseudowires. Ethernet VPN was introduced as an inno-
vative solution to these challenges, as described in RFC 7432, “BGP MPLS-Based Ethernet VPN.”12

EVPN Concepts

The EVPN solution aims at providing optimizations in the areas of MAC address learning, BUM 
traffic handling, endpoint connection redundancy, as well as provisioning and deployment simplifi-
cation. While the primary focus of EVPN is to provide L2VPN services, it also has the capability to 
transport L3 traffic. Most EVPN improvements required rethinking of the control plane, and, as such, 
the procedures defined by the EVPN standard predominantly deal with the control plane mechanisms. 
Unsurprisingly, MP-BGP was selected as the basis for EVPN, reusing the same Address Family Iden-
tifier (AFI) of 25, used by L2VPN services, with the new Subsequent Address Family Identifier (SAFI) 
of 70 defined specifically for EVPN.

The major difference between EVPN and traditional L2VPN technology is the exchange of MAC 
addresses learned by PE devices via the control plane. MAC learning in EVPN no longer uses the 
simplistic yet poorly scalable flood-and-learn method, but rather uses BGP to exchange information 
about MAC reachability. In other words, EVPN introduces the concept of routing of L2 packets across 
the transport network to their ultimate destination. For this purpose, EVPN uses Ethernet VPN Instance 
(EVI), Ethernet Segment Identifier (ESI), and a number of route types along with various attributes 
exchanged via BGP.

In essence, an EVI is a single EVPN service across the service provider network and consists of 
MAC-VRFs across all PE routers participating in that service. Each MAC-VRF is an instantiation of 
an individual VPN on a PE device, where instead of IP routing information, the VRF is populated with 
MAC addresses. A MAC-VRF can be implemented as a bridge domain associated with an EVI and 
performs L2 switching between local attachment circuits and EVPN peers.

Within the EVI, each connection from the PE to the end device is called an Ethernet segment, which is 
the equivalent of an attachment circuit in traditional L2VPN services. The end device in this case can 
be a host, a server, switch of even a router, and is using EVPN for L2 connectivity. In the case of an 
MCN, the end device might be an RU, DU, or other mobility-related component.

An Ethernet segment is not necessarily a single Ethernet link; it can be a link aggregation group 
(LAG) that might even span different PE devices. In the latter case, the end device is multi-homed 
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to two or more PE devices, and all links connecting the same end device are considered to be the 
same Ethernet segment. These multi-homed links can be operating in Single-Active (only one link 
used for forwarding, others being backup) or All-Active (all links forwarding simultaneously and load-
balancing traffic) mode. Each Ethernet segment is represented by an Ethernet Segment Identifier (ESI), 
which is exchanged between PE devices providing multihoming. Different PE routers can discover that 
they are connected to the same Ethernet segment by examining the ESI exchanged in one of the EVPN 
BGP route types (Route Type 4). Figure 8-9 illustrates EVPN concepts, including the use of EVIs, 
Ethernet segments, and multihoming.
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FIGURE 8-9 EVPN Concepts

EVPN Route Types

A number of EVPN BGP route types and special extended communities are used by EVPN PE devices 
to exchange information about EVPN instances, MAC addresses learned on Ethernet segments, labels, 
and other information required for EVPN operation. Five route types (1 through 5) have been stan-
dardized with a few more proposed by new IETF drafts at the time of this writing. These route types 
are covered here not in the order of their type number but rather based on their purpose.

EVPN Route Type 2

EVPN Route Type 2, or MAC/IP Advertisement Route, is the cornerstone of any multipoint EVPN 
service. PE devices use Type 2 routes to exchange information about learned as well as statically 
configured MAC addresses in their MAC-VRF. On each PE device, local MAC addresses are learned 
using the standard MAC learning process as L2 frames arrive on the Ethernet segment. As the MAC 
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addresses are learned by the PE, it constructs a MAC/IP advertisement route and advertises it via 
BGP to other PE devices participating in the EVI, thus enabling remote MAC learning. This is in 
direct contrast to the traditional L2VPN approach where MAC addresses are learned via the data 
plane through the flood-and-learn approach. Each MAC/IP advertisement route relies on a set of route 
targets (RTs) to ensure remote PE devices import the route into the appropriate EVI. In a way similar 
to L3VPN, route distinguishers ensure uniqueness of BGP routes even if MAC/IP routes overlap in 
different EVIs. Interestingly enough, a MAC/IP advertisement route may carry the IP address of the 
end device as well; however, this information is used for ARP suppression rather than routing.

In a DC environment, especially with the use of virtual machines and containers, it is not uncommon 
for virtual entities to migrate to other servers within the same EVI, but connected to different PE 
devices. This results in their MAC address to be reachable from the new PE and thus requires every 
other PE in the network to learn about this MAC mobility. In order to support MAC mobility, a MAC/
IP advertisement route relies on a MAC Mobility extended community defined specifically for this 
scenario. This extended community carries the sequence number, which is used to identify the latest 
version of the MAC/IP advertisement route and determine which PE should be used to deliver packets 
toward this MAC address.

EVPN Route Type 1

EVPN Route Type 1 is called Ethernet Auto-Discovery (A-D) Route and is advertised by PE routers per 
Ethernet segment and per EVI. Type 1 routes are used in fast convergence procedures and enable load 
balancing when end devices are multihomed to more than one PE device.

Indeed, without the A-D routes, the convergence can take substantially longer, as every MAC entry 
(learned using Type 2 routes) has to be individually timed out and replaced when an advertising PE 
fails. Instead, PE advertises an A-D route for an EVI/ESI along with its MAC/IP routes, thus creating 
a dependency between Type 2 and Type 1 routes. As a result, in the case of PE device or Ethernet 
segment failure causing a withdrawal of an A-D route, every MAC/IP route associated to that PE or 
Ethernet segment is withdrawn simultaneously. This process is also known as massive MAC with-
drawal. This method is faster and more reliable than traditional L2VPN convergence, where a PE or 
attachment circuit failure simply means loss of traffic, and MAC entries are only updated via timeout 
or if traffic with the same MAC address is received through another path.

A-D routes are also fundamental for another EVPN key feature—All-Active multihoming. In an 
All-Active multihoming scenario, end devices connect to multiple PE routers, sharing the same EVI, 
and form a link aggregation group (LAG) spanning across these PE routers. The member links of the 
LAG are considered the same Ethernet segment by all participating PE devices and, thus, each PE 
advertises the A-D route for the common Ethernet segment. It is common for multihomed endpoints’ 
MAC addresses to be learned and advertised by only one PE, even though endpoints are multihomed 
to multiple PE devices. When a remote PE receives Type 2 MAC/IP routes and Type 1 A-D routes 
for the same Ethernet segment, it aliases all PE devices advertising these A-D routes to the set of 
MAC/IP routes. Therefore, aliasing enables load balancing of traffic for these MAC addresses across 
all available PE devices. Figure 8-10 illustrates aliasing and massive MAC withdrawal concepts.
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FIGURE 8-10 Aliasing and MAC Mass-Withdrawal in EVPN

When Single-Active multihoming is used, the traffic for learned MAC addresses is forwarded only 
to a preferred PE, also called a Designated Forwarder or DF. This is explained in detail later in this 
section. Other PE devices connected to the same Ethernet segment are used for forwarding only if the 
DF PE fails. Nevertheless, in the event of a single PE failure, it is not required to relearn all MAC/IP 
advertisement routes to start forwarding packets to backup PE devices. The aliasing of Type 2 MAC/IP 
routes to other PE devices via Type 1 A-D routes ensures faster switchover time in Single-Active multi-
homing scenarios as well. The desired redundancy mode used in multihoming (that is, single-active or 
all-active) is signaled by a flag in the ESI label extended community attached to an A-D route.

EVPN Route Type 4

EVPN Route Type 4 is an Ethernet segment route and is used for selection of a DF for the Ethernet 
segment in multihomed scenarios to avoid BUM traffic duplication toward an endpoint. When a 
BUM frame is transmitted over the network, every PE that is part of the same EVI receives a copy 
of it. Without a special mechanism, all PE devices would forward a copy of this BUM frame toward 
connected endpoints. This could result in a multihomed endpoint receiving multiple copies of the same 
BUM frame. To avoid this problem, PE devices on the same Ethernet segment select a single DF PE 
for their Ethernet segment. By exchanging Ethernet segment routes, PE devices discover common 
Ethernet segment connections and independently run a deterministic algorithm to identify which PE 
becomes a DF for a given Ethernet segment. Only the DF PE sends a copy of the BUM frames received 
from the network to the Ethernet segment, thus ensuring no duplicated frames on end devices. This 
behavior is shown on Figure 8-11.
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Although the introduction of DF PE solves the problem of BUM traffic duplication on the multi-
homed Ethernet segments, it does so only for BUM frames received from the network. The duplication 
problem can still occur in the reverse direction, when a BUM frame is received from a multihomed end 
device on an Ethernet segment. The hashing mechanism on the end device itself determines which PE 
would receive this BUM frame, and it can be either a DF PE or a non-DF PE.

If this BUM frame is received on the DF PE, it is then forwarded to all other PE devices sharing the 
same EVI over the MPLS network. Any non-DF PE connected to this Ethernet segment would also 
receive a copy of this BUM frame through the MPLS network. These PE devices will never forward it 
back to the same Ethernet segment because the non-DF PE is not allowed to forward any BUM frames 
received from the network to the Ethernet segment. No duplication occurs in this scenario.

In the second scenario, the BUM frame is received from a multihomed end device by a non-DF PE. 
Similar to the first scenario, the receiving PE (non-DF PE in this case) forwards this BUM frame over 
MPLS network to all other PE devices, but it inserts an additional label to identify the Ethernet segment 
it was received from. This label is advertised in the Type 1 A-D routes. When the BUM frame circles 
back over the MPLS network to the DF PE for the same Ethernet segment, the DF PE identifies the 
Ethernet segment via this label and never forwards it back the Ethernet segment, thus preventing frame 
echo. This is how EVPN implements split horizon. This mechanism applies only to DF PE devices 
connected to the originating Ethernet segment. The remote DF PE devices, connected to other Ethernet 
segments, follow the process shown in the Figure 8-11 and ignore the Ethernet segment identifier label.

EVPN Route Type 3

EVPN Route Type 3 is called the Inclusive Multicast Ethernet Tag route and provides a mechanism 
for PE devices to signal their interest in receiving BUM traffic for EVI as well as the required repli-
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cation method. These replication methods could include an ingress PE performing the replication or 
the network itself implementing the replication via one of the multicast protocols (mLDP, PIM, and so 
on). By using Type 3 routes, remote PE devices may request ingress replication of BUM traffic at the 
originating PE or use already established point-to-multipoint trees in the network. With ingress repli-
cation, the source PE receiving a BUM frame from an end device would replicate and send a copy of 
this frame to all other PE devices sharing the same EVI. Although this mechanism is simple and does 
not require additional network-wide configuration to support multicast or other multipoint commu-
nication mechanisms between PE devices, ingress replication can be challenging for PE devices in 
large-scale EVPN networks. In those environments, the use of point-to-multipoint replication trees 
between the PE devices can dramatically reduce replication load on the ingress PE, as well as increase 
bandwidth utilization efficiency. However, the responsibilities of constructing and maintaining repli-
cation trees fall on the network and require network architects to consider use of appropriate protocols 
and replication tree design.

EVPN Route Type 5

The IP Prefix Advertisement route, or EVPN Route Type 5, was an enhancement introduced via RFC 
9136, “IP Prefix Advertisement in EVPN,” since the original EVPN RFC 7432 defines only four Route 
types.13 Although Type 2 MAC/IP routes can exchange IP information, the IPs in these routes are always 
linked to MAC addresses. Due to this linkage, the Type 2 routes cannot be effectively used for pure L3 
reachability information, which may be needed in some scenarios. In those scenarios, EVPN instances use 
Integrated Routing and Bridging (IRB), which allows both L2 and L3 connectivity. For these scenarios, 
a Type 5 EVPN route can be used to advertise just the IP subnet, without linking it to any specific MAC 
address. In other words, the Type 5 route enhances EVPN to offer VPN connectivity at L3.

In a simple case, traffic for a prefix advertised by a Type 5 route can be forwarded to the advertising PE 
using the label included in the Type 5 route. However, there are some advanced use cases, where a Type 
5 route can be recursively resolved to a next-hop PE using either a Type 1 A-D route or Type 2 MAC/IP 
route. A combination of Type 5 and either Type 1 or Type 2 route in EVPN provides flexibility to link 
IP prefixes advertised in Type 5 routes with MAC information contained in Type 2 routes or directly 
with Ethernet segments via Type 1 routes.

Typically, a Layer 3 VRF is created on a PE router when a Type 5 route is used to advertise an IP prefix 
untied from MAC addresses. This Layer 3 VRF is paired with a bridge domain in a MAC-VRF via IRB 
interface configuration. Although it is entirely possible to use EVPN Type 5 routes to exchange Layer 
3 routing information in a similar way as L3VPNs, it is not always feasible to replace L3VPN services 
with EVPN. At the time of this writing, EVPN is still an emerging technology, and feature parity with 
L3VPN is yet to be achieved. O-RAN Alliance recommends the use of both L3VPN (in midhaul and 
backhaul) and EVPN (in fronthaul) technologies in xHaul networks.

EVPN VPWS

The procedures, route types, and extended communities defined in RFC 7432 for Ethernet VPN services 
are mostly concerned with the routing of L2 frames over MPLS networks and enabling effective 
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multipoint services. Nevertheless, point-to-point services, or pseudowires, are also supported by RFC 
7432. Strictly speaking, a pair of Type 1 A-D EVPN routes exchanged between two PE devices for a 
common EVI is sufficient to establish a virtual private wire service (VPWS) between two Ethernet 
segments. Even Type 2 MAC/IP routes are not necessary for traffic forwarding, as MAC learning is 
not needed for point-to-point connections. Any frame received on one PE should be forwarded to the 
remote PE.

Legacy point-to-point L2VPN implementations allowed only two PE devices and used the termi-
nologies such as dual-active, active-active, or active-backup pseudowires. IETF RFC 8214, “Virtual 
Private Wire Service Support in Ethernet VPN,” describes the procedures and tools to apply robust 
All-Active or Single-Active EVPN redundancy, high availability, and load balancing mechanisms to 
the EVPN VPWS service.14 The term All-Active was carefully chosen by the EVPN working group to 
reflect the capability to allow two or more PE devices for redundancy and high availability on either 
end of the VPWS service.

This RFC for VPWS defines an additional extended community to be propagated by Type 1 A-D EVPN 
routes. When multiple PE routers are attached to the same Ethernet segment and configured in Single-
Active redundancy mode, they run a Designated Forwarder election. Unlike regular EVPN service, this 
process in EVPN VPWS results in electing a primary-selected PE for the Ethernet segment, a backup-
selected PE, and others—if more than two PE devices are connected to the same Ethernet segment. 
The result of this election process is signaled via special flags in a newly defined BGP extended 
community. Remote PE devices then send pseudowire traffic to the primary-selected PE in all cases, 
except when a failure is detected. If the Type 1 A-D route for the primary-selected PE is withdrawn, the 
traffic is forwarded to the backup-selected PE. The Single-Active EVPN VPWS mechanism effectively 
re-creates the legacy active/backup pseudowire redundancy method described in the point-to-point 
L2VPN section.

All-Active redundancy mode is where EVPN VPWS provides innovative and effective redundancy 
mechanism when compared with traditional point-to-point L2VPN services. When configured for All-
Active redundancy, PE routers connected to the same Ethernet segment do not elect a DF; instead, all 
the active PE devices set their respective flag in the BGP extended community attached to the Type 1 
A-D route, indicating each of them is the primary PE. The remote PE can now perform flow-based 
load balancing to all active PE devices serving the same Ethernet segment. Figure 8-12 shows the use 
of EVPN VPWS with All-Active multihoming redundancy for eCPRI traffic transport between the RU 
and DU, as also recommended by the O-RAN Alliance specifications.15

Although the original EVPN standard describes only the MPLS-based forwarding plane, the EVPN 
VPWS RFC also mentions the virtual eXtensible local area network (VXLAN) as a forwarding mech-
anism alternative to MPLS. In fact, the EVPN control plane is becoming increasingly common in most 
VXLAN implementations.
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VXLAN
In parallel to EVPN development, network architects were also trying to solve the challenges of L2 
connectivity in the growing DC, as was mentioned in previous chapter. Proliferation of virtualization 
techniques pushed the number of individual MAC addresses in a typical DC far beyond the numbers 
of physical servers. Within a typical server, multiple tenants or virtual machines (VMs) use their own 
MAC addresses, which exacerbated the already serious scalability challenge for the L2-based DC 
networks of the time. The use of 802.1Q VLAN tagging offered temporary relief by providing flow 
isolation across DC tenants, but the number of VLANs required to support the growing number of DC 
tenants greatly exceeded the hard limit of 4096 VLANs in a single-tagged 802.1Q frame. Moreover, 
purely Layer 2 connectivity models had to rely on Spanning Tree Protocol families to prevent L2 loops 
from occurring in the networks. An idea of creating an overlay network for L2 services by encapsu-
lating them into a special header and transporting it over the underlying L3 transport network was 
proposed to solve these challenges. This solution became standardized as RFC 7348 and is known 
today as virtual eXtensible local area network (VXLAN).

In simple terms, VXLAN creates a multitude of non-overlapping overlay networks on the same 
IP-based underlay transport. VXLAN expands traditional VLANs to 16 million separate instances by 
using a 24-bit VXLAN network identifier (VNI) in its header. VNI is akin to an EVPN instance and 
effectively creates isolation for MAC addresses and VLANs used by different tenants not involved in 
direct communications. Besides the VNI, the VXLAN header contains flags and fields reserved for 
future use. An L2 frame received from an end device is appended with a VXLAN header and is then 
transported using a UDP datagram over an IP-based transport.
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In order to perform all necessary encapsulations and decapsulations, edge network devices implement 
a VXLAN tunnel endpoint (VTEP). Typically, a single VTEP serves multiple VNIs originating or termi-
nating on the single edge network device. VTEPs can also be implemented as a software function 
inside the hypervisor, providing VXLAN services directly to the hosted VMs, without the use of dedi-
cated networking hardware.

The original VXLAN RFC mainly focuses on data plane forwarding and does not explicitly discuss 
control plane mechanisms. L2 frames for remote MAC addresses are encapsulated with an appro-
priate VXLAN header and sent toward a remote VTEP based on its IP address. Early VXLAN imple-
mentations required all VTEPs for the same VNI to be explicitly configured with each other’s IP 
addresses. This lack of a proper control plane defined in the VXLAN standard as well as the flood-
and-learn approach significantly limited the scalability of the VXLAN solution. To remedy this, the 
network equipment vendors attempted to create custom automation tools for VXLAN deployment 
and management in large DC environments. Examples of such tools include Cisco’s Virtual Topology 
System (VTS) and Arista’s CloudVision eXchange (CVX).16, 17 Figure 8-13 illustrates the concepts of 
VXLAN.
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For BUM frames, two main options were defined:

■ The use of multicast for replication in the underlying transport network

■ Ingress replication of BUM frames and unicast delivery to all concerned remote VTEPs
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Due to the lack of a control plane, BUM frame delivery is critical in the VXLAN’s flood-and-learn-
based MAC-learning mechanism. The directly connected VTEP learns the MAC addresses of connected 
endpoints using a standard approach—by examining the source MAC addresses of L2 frames and 
populating the local MAC table. At the same time, for traffic forwarding, a lookup of the destination 
MAC address is performed in the local MAC table. If the destination is unknown, or a frame is sent to 
the multicast or broadcast MAC address, it is treated as a BUM frame and sent to all other VTEPs for 
the same VNI. Once this is received, the remote VTEP would learn the MAC addresses of the source, 
update its own MAC table, and use this information to unicast the return traffic to the originating VTEP.

While this process seems like basic Layer 2 switching, the critical difference in VXLAN is the routing
of the encapsulated L2 frames over an IP underlay. With IP as the underlying transport, IP routing 
protocols could be used between Layer 3 switches implementing VTEPs and thus provide all the 
benefits of a robust Layer 3 transport, such as ECMP, L3 loop avoidance, and more.

Whereas VXLAN standards mostly cover data plane functionality, EVPN provides a comprehensive 
control plane for transporting Layer 2 frames over an MPLS-enabled forwarding plane. As both these 
technologies were being developed mostly in parallel, the networking industry quickly turned to 
augment the VXLAN solution with a BGP-based EVPN control plane. The standardization efforts 
to use EVPN as a control plane for forwarding planes other than MPLS resulted in IETF RFC 8365, 
“A Network Virtualization Overlay Solution Using Ethernet VPN (EVPN).”18 Although some EVPN-
defined procedures and the use of messages and flags were adjusted to support non-MPLS forwarding 
planes, the main concepts, route types, and procedures remained mostly intact. When used with 
VXLAN, label fields in EVPN messages exchange information about VXLAN network identifiers, and 
VTEP IP addresses are used instead of PE addresses.

Today, Segment Routing MPLS-based DCs are growing in popularity, but many existing DCs still 
use VXLAN as their forwarding technology. By introducing scalable MAC-learning procedures via 
the EVPN control plane, VTEP auto-discovery and support of All-Active multihoming scenarios, in 
combination with VXLAN and EVPN, can offer the same level of service as MPLS-based EVPN.

Transport Services Across MCN
In addition to the commonly used VPN technologies discussed in this chapter, a plethora of networking 
technologies and connectivity protocols can be used to provide transport services. Some of these tech-
nologies include L2TPv3, GRE, DMVPN (which uses multipoint-GRE), Generic Network Virtual-
ization Encapsulation (GENEVE), Network Virtualization using Generic Routing Encapsulation 
(NVGRE), and Overlay Transport Virtualization (OTV); however, they are virtually never used as the 
primary connectivity mechanism in an MCN. There might be a few outlier scenarios and use cases 
where some of these technologies may be applicable (such as L2TPv3 for L2 connectivity over a 
non-MPLS IP-only underlay, or GRE to provide Layer 3 overlay), but overall such instances are few 
and far between. Virtually all modern networks use a combination of overlay technologies discussed in 
this chapter—L2VPN VPWS, L3VPN, EVPN, and VXLAN—in various MCN domains. The choice of 
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the VPN protocol used is dependent on product support, feature richness, deployment simplicity, and 
sometimes based on golf course discussions between organizational leaders.

Unless L2 connectivity is required explicitly by the endpoint(s), MPLS L3VPNs are the preferred 
connectivity mechanism within an MCN. As mentioned previously, one such example is the explicit 
use of L2VPN for RU and DU connectivity through the fronthaul, which is typically provided through 
traditional VPWS or EVPN VPWS-based pseudowires. In contrast, L3VPN is preferred for midhaul 
and backhaul as well as for management connectivity across all xHaul domains, as specified in the 
O-RAN Packet Switched xHaul Architecture specifications.19

As mentioned previously in Chapter 5, “5G Fundamentals,” the O-RAN architecture defines four 
planes of operations for any modern-day MCN:

■ The management plane (M-Plane), which provides RU management functions such as software 
maintenance and fault management

■ The control plane (C-Plane), which is used for control messaging regarding RF resource alloca-
tion for functions such as scheduling, multi-radio coordination, beamforming, and so on

■ The user plane (U-Plane), which carries the actual mobile user data

■ The synchronization plane (S-Plane), which provides timing and synchronization between RAN 
components

Transport network connectivity for all these planes of operations is provided by the VPN technologies 
described throughout this chapter.

A separate L3VPN instance is used for M-Plane connectivity to ensure management traffic is kept 
separate from other traffic on the network. C-Plane traffic and U-Plane traffic are closely related, as 
they both pertain to mobile user traffic. As such, they may have their own separate VPN instances or 
share a VPN instance with separation provided by using different IP subnets, depending on the RAN 
vendor implementation. The VPN instance for end-to-end C-Plane and U-Plane is composed of VPWS 
(traditional EoMPLS based or EVPN based) in the fronthaul and L3VPN in the midhaul and backhaul. 
This could change to end-to-end L3VPN-based C- and U-Planes if the RU and DU start supporting L3 
connectivity in the future. Figure 8-14 illustrates the VPN services and their implementation.

While traffic from other planes uses VPN overlay for transport, S-Plane is implemented natively as 
part of the transport infrastructure. This is due to the nature of synchronization traffic, where better 
accuracy could be achieved if transport network elements (that is, routers) along the traffic path partic-
ipate in the synchronization process. The next chapter will discuss the details of timing and synchroni-
zation as well as its importance and implementation in the 5G networks.
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Summary
This chapter focused on transport services that are essential for establishing end-to-end connectivity 
within an MCN.

The following technologies and services were discussed in this chapter:

■ Components of an end-to-end 5G transport service

■ The use of virtual private networks (VPNs) in a service provider environment and their 
relevance to enable mobile services in an MCN

■ Point-to-point Layer 2 VPN services and their applications, benefits, and limitations

■ The use of Multipoint Layer 2 VPN services such as Virtual Private LAN Service (VPLS), 
Hierarchical VPLS (H-VPLS), and the MEF services

■ An overview of BGP-based Layer 3 VPNs and their benefits over traditional Layer 2 VPNs in 
an MCN

■ The drivers for Ethernet VPN (EVPN), its operations, and its applicability for transport 
services, providing flexible, scalable, and versatile VPN services for Layer 2 and Layer 3 
connectivity

■ The use of Virtual eXtensible LAN (VXLAN) in data centers, its lack of a control plane, and 
its augmentation with EVPN to provide a flexible MAC-learning mechanism, thus providing an 
effective Layer 2 overlay using an IP underlay
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■ The use of L2VPN, L3VPN, and EVPN to implement O-RAN-specified management, control, 
and user planes in an MCN

The synchronization plane (S-Plane), unlike the M-, C-, and U-Planes, does not use the VPN services 
defined in this chapter. Instead, the S-Plane is implemented through additional protocols running 
natively on the underlying transport infrastructure. Chapter 9, “Essential Technologies for 5G-Ready 
Networks: Timing and Synchronization,” will focus on the concepts of timing, synchronization, and 
clocking, which are important to understand in an effort to implement S-Plane and, subsequently, 
mobile services.
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240–241

BGP (Border Gateway Protocol), 71, 105–106, 
213, 222, 231, 263, 278

BGP EPE (BGP Egress Peering Engineering), 
217–218

BGP NLRI (BGP Network Layer Reachability 
Information), 231

BGP PeerAdj-SID, 218

BGP PeerNode-SID, 218

BGP PeerSet-SID, 218

BGP Prefix-SID, 217, 222

BGP-LS (BGP Link State), 231

BGP-LU (BGP Labeled Unicast), 105–106, 
230–231, 263, 360

Bidirectional Forwarding Detection (BFD), 
240–241

binding, SDF, 193

binding SID (BSID), 217, 226

BITS (Building Integrated Timing Supply), 315

blast radius, 262–263

Blue Planet, 267

BMCA (Best Master Clock Algorithm), 319, 
320–323

Border Gateway Protocol. See BGP (Border 
Gateway Protocol)

border leaves, 266

Borg, 184

boundary clocks (BCs), 327–329, 358

BPDUs (Bridge Protocol Data Units), 262–263

bridge domains, 280–281

bridges, backbone, 261–262

broadcast, unknown unicast, multicast 
traffic. See BUM (broadcast, unknown 
unicast, multicast) traffic, handling

B-SA (Backbone Source Address), 261–262

BSCs (base station controllers), 12

BSID (binding SID), 217, 226

BSS (base station subsystem), 13

BSs (base stations), 6, 39

BTSs (base transceiver stations), 12, 39

Buffering Action Rules (BAR), 193

buffers, 305

Building Integrated Timing Supply (BITS), 315

BUM (broadcast, unknown unicast, multicast) 
traffic, handling, 104, 261, 281

with EVPN. See EVPN (Ethernet VPN)

with VXLAN (Virtual Extensible LAN), 263, 
264–265, 295–297

C
CA (carrier aggregation), 93–94, 140–142

cable connectivity

applicability to xHaul domains, 345–346

overview of, 51

synchronization in, 302

call flow, in circuit switched core, 59–61

call servers, 22–24

candidate paths, 225–226

CAPEX (capital expense), 252, 338

carrier aggregation. See CA (carrier 
aggregation)

Carrier Ethernet Services, 50

carrier frequency, 31

Carrier Sense Multiple Access (CSMA), 303

Carrier-Grade Network Address Translation 
(CGNAT), 242

catching, IMSI, 192

C-Band frequencies, 33

CBR (constant bitrate), 169, 303–304

CBRS (Citizens Broadband Radio Service), 
30, 134

CCS (Common Channel Signaling), 11

C-DA (Customer Destination Address), 
261–262

CDMA (Code Division Multiple Access), 8, 11

Cell Identification (CI) values, 56
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cell sectoring, 35–36

cell sites, 37–41

base station terminology, 39

connectivity models, 44–51

cable, 51

Clos fabric, 46

DSL (digital subscriber line), 51, 302

fiber rings, 46–47

importance of, 44

MEF (Metro Ethernet Forum) services, 
49–51

microwave links, 48–49

point-to-point fiber, 45–46

PONs (passive optical networks), 
47–48, 302

satellite, 51

CSRs (cell site routers), 104–105, 279, 338

environmental and placement consider-
ations, 356–357

timing and synchronization support,
357–358

definition of, 37–38

ownership of, 39

RRH (remote radio head), 37–38

types of, 39–41

cell splitting, 35–36

cell towers, 37

Cellular Vehicle-to-Everything (C-V2X), 155

cellular versus mobile networks, 7–8

central DCs (data centers), 159

central processing units. See CPUs (central 
processing units)

centralized DCs (data centers), 257

centralized units (CUs), 275

Centralized-RAN. See C-RAN (Centralized-
RAN)

certification, MEF (Metro Ethernet Forum), 
50–51

Cesium atomic clock, 309

CGNAT (Carrier-Grade Network Address 
Translation), 242

chain, RF, 145

channels, 3

5G NR channel widths, 140–142

channel reciprocity, 35

channel widths, 31

CHF (Charging Function), 189–190

China Mobile, 176

China Mobile Research Institute, 156

chips, 18–19

CI (Cell Identification) values, 56

Ciena, 267, 373

circuit switched core, 24, 54–61

call flow, 59–61

databases, 57–59

AuC (Authentication Center), 8, 58–59, 189

EIR (Equipment Identity Register), 59

HLR (Home Location Register), 5, 8, 
57, 189

VLR (Visitor Location Register), 8, 
57–58, 84

definition of, 54

Gateway MSC (G-MSC), 13, 54

identifiers and databases in, 11

SIM (subscriber identity module) cards, 55–57

user registration, 59–61

Visited MSC (V-MSC), 13, 54

circuit switched data, 15

Circuit Switched Fallback. See CSFB (Circuit 
Switched Fallback)

Cisco

Crosswork Cluster, 232

Crosswork Optimization Engine, 232

CSNM (Data Center Network Manager), 267

NSO (Network Services Orchestrator), 267

point-to-point L2VPN services, 277

Tail-F, 267
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VFI (Virtual Forwarding Interface), 282

VTS (Virtual Topology System), 296

Citizens Broadband Radio Service (CBRS), 
30, 134

clocks, PTP (Precision Time Protocol), 
308–310, 323–325

Class A, 328

Class B, 328

Class C, 328

Class D, 328

performance, 327–328

Clos architecture, 46, 253, 267

closed ring design, 46

closed-loop automation, 378–380

cloud deployments, 372–376. See also
cloud-native 5G core

benefits of, 372

cloud DCs (data centers), 258–259

Cloud RAN, 101, 156–157, 176–177

cloud service providers, 185, 251–252

hybrid clouds, 376

private clouds, 373–374

public clouds, 374–376

VPC (virtual private cloud), 376

Cloud RAN, 101, 156–157, 176–177

cloud-native 5G core, 183–186

cloud-native applications, 185–186

containerization and Docker, 183

Kubernetes, 184–185

MANO (management and orchestration), 
184–185

microservices architecture, 184

NFs (Network Functions), 187–192

control-plane NFs, 188–191

definition of, 187

UPF (User Plane Function), 187–188

PDU sessions, 193

PFCP (Packet Forwarding Control 
Protocol), 193

QoS (quality of service), 193–194

SBA (Service-Based Architecture), 186

transition to, 194

user authentication and registration, 192–193

virtualization, 183

cloud-native applications, 185

CloudVision eXchange (CVX), 296

CMT (Simultaneous Multi-Threading), 270

CN. See 5GC (5G Core) network

CNFs (containerized networking 
functions), 373

Code Division Multiple Access (CDMA), 8, 11

co-location DCs, 251

colored optics, 114–115

commercial off-the-shelf (COTS) 
hardware, 372

Common Channel Signaling (CCS), 11

Common Public Radio Interface. See CPRI 
(Common Public Radio Interface)

CoMP (Coordinated Multi-Point), 97, 
150–153, 308

component carriers, 93–94, 141–142

connectivity models, for cell sites, 44–51

cable, 51

Clos fabric, 46

DSL (digital subscriber line), 51, 302

fiber rings, 46–47

importance of, 44

MEF (Metro Ethernet Forum) services, 49–51

microwave links, 48–49

point-to-point fiber, 45–46

PONs (passive optical networks), 47–48, 302

satellite, 51

constant bitrate (CBR), 169, 303–304

constant time error (cTE), 327
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Constrained Shortest-Path First (CSPF), 
223, 230

containerization, 183

containerized networking functions (CNFs), 
373

content creation, emerging trends and 
expectations for, 122

Continuous Packet Connectivity (CPC), 25

Contrail, 184–185

Control and User Plane Separation. See
CUPS (Control and User Plane Separation)

control plane (C-Plane), 106, 127–128, 298, 
335, 370

controllers, SDN, 229–230

control-plane NFs (Network Functions), 
188–191

cooling, 255–256

coordinated beamforming, 151

Coordinated Multi-Point (CoMP), 97, 
150–153, 308

Coordinated Universal Time, 309

core DCs (data centers), 159

Core network. See 5GC (5G Core) network

Core Network and Terminals (CT), 18

correctionField, 324

COTS (commercial off-the-shelf) hardware, 
372

CPC (Continuous Packet Connectivity), 25

CPE (customer-premises equipment), 302

C-Plane. See control plane (C-Plane)

CPRI (Common Public Radio Interface), 38, 
101, 303–304, 337

CPRI traffic, 169–170

eCPRI

open versus vendor-specific, 174–175

specifications, 170–172

rate options, 169–170

CPS (cycles per second), 29

CPUs (central processing units), 268

CPU packages, 269

CPU pinning, 270

C-RAN (Centralized-RAN), 41, 100–101, 127, 
156–157

cross-domain automation, 378

Crosswork Cluster (Cisco), 232

Crosswork Optimization Engine, 232

C-SA (Customer Source Address), 261–262

CSFB (Circuit Switched Fallback), 78, 80

CSMA (Carrier Sense Multiple Access), 303

CSNM (Data Center Network Manager), 267

CSPF (Constrained Shortest-Path First), 
223, 230

CSRs (cell site routers), 104–105, 279, 338

environmental and placement considerations, 
356–357

timing and synchronization support, 357–358

CT (Core Network and Terminals), 18

CUPS (Control and User Plane Separation), 
127–128, 179–183, 257, 274

advantages of, 179–180

cloud-native 5G core, 183–186

adoption of, 185–186

cloud-native applications, 185

containerization and Docker, 183

Kubernetes, 184–185

MANO (management and orchestration), 
184–185

microservices architecture, 184

NFs (Network Functions), 187–192

PDU sessions, 193

PFCP (Packet Forwarding Control Protocol), 
193

QoS (quality of service), 193–194

SBA (Service-Based Architecture), 186

transition to, 194
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user authentication and registration,
192–193

virtualization, 183

introduction of, 179

CUs (centralized units), 275

Customer Destination Address (C-DA), 
261–262

customer expectations, 120–121

5G service offerings, 131–134

EMBB (Enhanced Mobile Broadband), 
131–132

mMTC (Massive Machine-Type 
Communications), 133

private mobility, 133–134

URLLC (Ultra-Reliable Low-Latency 
Communications), 132–133

5G technology enablers, 126–130

automation, 129

IMT-2020 specification, 126

mapping to market trends, 129

network slicing. See network slicing

NGMN (Next Generation Mobile Network), 
127

RAN and mobile core decomposition, 
127–128

spectrum and advanced antenna features, 
127

content creation and utilization, 122

dedicated services and private networks, 
124–125

IoT (Internet of Things), 124

on-demand, rapid service deployment, 125

real-time and immersive experiences, 122–123

universal connectivity and reliability, 123–124

Customer Source Address (C-SA), 261–262

customer VLAN (C-VLAN), 261–262

customer-premises equipment (CPE), 302

C-V2X (Cellular Vehicle-to-Everything), 155

C-VLAN (customer VLAN), 261–262

CVX (CloudVision eXchange), 296

cycles per second (CPS), 29

cyclic prefix, 91

D
DA (Destination Address) field, 242, 244

D-AMPS (Digital AMPS), 10

DAS (distributed antenna system), 41

Data Center Interconnect. See DCI (Data 
Center Interconnect)

Data Center Interconnect (DCI), 106–107, 253, 
265–266

Data Center Network Manager (DCNM), 267

data centers. See DCs (data centers)

Data Network (DN), 187

Data Network Name (DNN), 189

Data Over Cable Service Interface 
Specifications. See cable connectivity

data over EPS, 84–87

EPS bearer, 85

E-RAB (E-UTRAN radio access bearer), 85–87

network attach process, 84

QoS (quality of service), 87

USIM (Universal Subscriber Identity Module), 
84–85

data plane, 106

data radio bearers. See DRBs (data radio 
bearers)

databases, for mobile networks, 55–59

AuC (Authentication Center), 8, 58–59, 189

Authentication Center (AuC), 58–59

EIR (Equipment Identity Register), 59

HLR (Home Location Register), 5, 8, 57, 189

SIM (subscriber identity module) cards, 11

VLR (Visitor Location Register), 8, 57–58, 84

DCI (Data Center Interconnect), 106–107, 253, 
265–266

DCs (data centers), 159, 250

Z02_Hassan_Index_p388-000.indd   396 13/04/22   12:50 AM



397design, network

centralized, 257

Clos architecture, 46, 253, 267

cloud. See cloud deployments

co-location, 251

composition of, 181–182

cooling in, 255–256

data center fabric

definition of, 251–252

orchestration, 266–267

deployment, 260–267

DCI (Data Center Interconnect), 106–107, 
253, 265–266

orchestration, 266–267

routing, 260–263

traffic flows, 264–265

distributed, 258

east-west traffic, 253

edge, 159, 258, 263, 270–271

fabric, 252, 266–267

far-edge, 132–133, 159, 258, 263, 270–271, 
344–345

growth in the size and relevance of, 251–252

incorporating into xHaul, 201–202

naming conventions, 159–160

north-south traffic, 253

off-premises (off-prem), 252

origins of, 250–251

power consumption of, 255–256

on-premises (on-prem), 251

regional, 159

resource optimization, 267–271

benefits of, 268

techniques for, 268–271

space considerations for, 255–256

telco data centers, 257

decomposition

mobile core, 127–128

RAN (radio access network), 100–101,
127–128, 156, 163–169

dedicated services, emerging trends and 
expectations for, 124–125

default bearers, 85

default routing tables, 284

delay range, 236

Delay_Req PTP messages, 320–323

Dell, 156–157

Department of Homeland Security (DHS), 
314–315

deployment. See also design, network

cloud deployments, 372–376. See also
cloud-native 5G core

benefits of, 372

cloud DCs (data centers), 258–259

Cloud RAN, 101, 156–157, 176–177

cloud service providers, 185, 251–252

hybrid clouds, 376

private clouds, 373–374

public clouds, 374–376

VPC (virtual private cloud), 376

DCs (data centers), 260–267

DCI (Data Center Interconnect), 106–107, 
253, 265–266

orchestration, 266–267

routing, 260–263

traffic flows, 264–265

on-demand, 125

PTP (Precision Time Protocol), 324–330

vRAN (Virtual RAN), 350–355

common deployment scenarios, 350–352

peering, 352–353

QoS (quality of service), 353–355

deployment profiles, PTP (Precision Time 
Protocol), 328–330

design, network

5G architecture summary, 334–336 
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398 design, network

5G mobile requirements, determination of, 
380–382

automation, 377–380

benefits of, 377

closed-loop, 378–380

cross-domain, 378

device-level, 377

ZTD (zero-touch deployment), 377

cloud deployments, 372–376. See also
cloud-native 5G core

benefits of, 372

cloud DCs (data centers), 258–259

Cloud RAN, 101, 156–157, 176–177

cloud service providers, 185, 251–252

hybrid clouds, 376

private clouds, 373–374

public clouds, 374–376

VPC (virtual private cloud), 376

device selection, 355–361

environmental and placement consider-
ations, 355–357

feature richness, 360–361

importance of, 356

planning for scale, 360

supported interface types, 358–359

timing and synchronization support, 
357–358

fronthaul networks, 337–346

bandwidth considerations, 339–340

challenges of, 337

far-edge DC location, 344–345

latency, 342–344

lower-layer splits, 341

packetized, 337–339

WDM (Wavelength Division Multiplexing), 
337–339

PCE (path computation element), 367–368

routing design simplification, 361–370

importance of, 361

IPv6 support, 363–365

multidomain IGP (Interior Gateway 
Protocol), 362

segment routing, 365–366

SIDs (segment IDs), 368–370

SRGB (Segment Routing Global Block), 
368–370

transport services, 370–372

interface types, 370

MTU (Maximum Transmission Unit) 
recommendation, 371–372

SCTP (Stream Control Transmission 
Protocol), 370

vRAN (Virtual RAN) deployment, 350–355

common deployment scenarios, 350–352

peering, 352–353

QoS (quality of service), 353–355

xHaul

physical topology, 347–350. See also xHaul

transport technology choices, 345–346

Designated Forwarders (DFs), 291

Destination Address (DA) field, 242, 244

Deutsche Telekom, 176

device selection, 355–361

environmental and placement considerations, 
355–357

feature richness, 360–361

importance of, 356

planning for scale, 360

supported interface types, 358–359

timing and synchronization support, 357–358

device-level automation, 377–378

DFs (Designated Forwarders), 291

DFT-s-OFDM (discrete Fourier transform 
spread OFDM), 93

DHCP (Dynamic Host Configuration 
Protocol), 63, 378
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DHS (Department of Homeland Security), 
314–315

Diameter, 88

Differentiated Services Code Point (DSCP), 
193

diffraction, 30

Digital AMPS (D-AMPS), 10

digital beamforming, 146

digital subscriber line. See DSL (digital 
subscriber line)

digital voice, in 2G network architectures, 11

diplexers, 34

dipole antennas, 142

directional antennas, 36

discontinuous transmissions (DTX), 21

discrete Fourier transform spread OFDM 
(DFT-s-OFDM), 93

Dish Network, 375

Disney+121

distributed antenna system (DAS), 41

distributed DCs (data centers), 258

distributed peering across xHaul, 202

distributed units (DUs), 275, 303–304

Distributed-RAN. See D-RAN (Distributed-
RAN)

diversity, spatial, 37

DMVPN, 297–298

DN (Data Network), 187

DNN (Data Network Name), 189

DNS (Domain Name System) servers, 63

Docker, 183

DOCSIS. See cable connectivity

domains, bridge, 280–281

downstream frequency, 31

draft-kompella, 278

draft-martini, 278

D-RAN (Distributed-RAN), 100–101

DRB (data radio bearer), 187, 193

DRBs (data radio bearers), 85

DSCP (Differentiated Services Code Point), 
193

DSL (digital subscriber line), 51

applicability to xHaul domains, 345–346

synchronization in, 302

DSS (dynamic spectrum sharing), 154–155

DTX (discontinuous transmissions), 21

dual connectivity, 152

dual split architecture, 165–167

dual-channel QPSK (Quadrature Phase-Shift 
Keying), 20

duplexing mechanisms, radio frequency, 33

DUs (distributed units), 303–304

Dynamic Host Configuration Protocol 
(DHCP), 63, 378

dynamic point selection, 151

dynamic time error (dTE), 327

E
E1 interface, 162

EAPS (Ethernet Automatic Protection 
Switching), 104

Earthquake and Tsunami Warning System 
(ETWS), 94

east-west traffic, 253

ECMP (Equal Cost Multi-Path), 217, 240–241, 
262–263

eCPRI (evolved CPRI), 337, 339

open versus vendor-specific, 174–175

specifications, 170–172

edge computing, 255–256. See also DCs 
(data centers)

edge DCs (data centers), 159, 258, 263, 
270–271

eDRX (extended discontinues reception), 133

effective area, radio frequency, 30

Egress Peering Engineering (EPE), 217–218, 
367–368
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EIR (Equipment Identity Register), 59

EKS (Elastic Kubernetes Service), 184–185

E-LAN (Ethernet LAN), 50, 282

Elastic Kubernetes Service (EKS), 184–185

electric tilt, 145

E-Line (Ethernet Line) services, 277–279

eMBB (Enhanced Mobile Broadband), 131–
132, 258

emerging trends, 120–121. See also SR 
(Segment Routing)

5G service offerings, 131–134

EMBB (Enhanced Mobile Broadband), 
131–132

mMTC (Massive Machine-Type 
Communications), 133

private mobility, 133–134

URLLC (Ultra-Reliable Low-Latency 
Communications), 132–133

5G technology enablers, 126–130

automation, 129

IMT-2020 specification, 126

mapping to market trends, 129

network slicing. See network slicing

NGMN (Next Generation Mobile Network), 
126–130

RAN and mobile core decomposition, 
127–128

spectrum and advanced antenna features, 
127

content creation and utilization, 122

dedicated services and private networks, 
124–125

IoT (Internet of Things), 124

on-demand, rapid service deployment, 125

real-time and immersive experiences, 122–123

universal connectivity and reliability, 123–124

eNB (Evolved Node), 94–95

definition of, 80–81

interfaces, 81

QoS (quality of service), 95

source-eNB, 94–95

target-eNB, 94–95

End behaviors, 245–246

End.DT4 behavior, 246

End.DT6 behavior, 246

End.DX2 behavior, 246

End.DX4 behavior, 246

End.DX6 behavior, 246

End.X behavior, 245–246

en-gNB, 153

Enhanced Data Rates for GSM Evolution 
(EDGE), 17

Enhanced Mobile Broadband (eMBB), 131–
132, 258

environmental considerations, for network 
devices, 355–357

EoMPLS (Ethernet over MPLS), 110–111, 
275–276, 277

EPC (Evolved Packet Core), 25, 79–83, 152

architecture, 79

definition of, 78

HSS (Home Subscriber Server), 82–83

MME (Mobility Management Entity), 80–81

PCRF (Policy Charging and Rule Function), 82

PGW (PDN Gateway), 82

SGW (Serving Gateway), 81

EPE (Egress Peering Engineering), 217–218, 
366

ePipe, 277

EPS (Evolved Packet System), 77

data over EPS, 84–87

EPS bearer, 85

E-RAB (E-UTRAN radio access bearer), 
85–87

network attach process, 84

QoS (quality of service), 87

USIM (Universal Subscriber Identity 
Module), 84–85
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definition of, 77

EPC (Evolved Packet Core), 79–83

architecture, 79

definition of, 78

HSS (Home Subscriber Server), 82–83

MME (Mobility Management Entity), 80–81

PCRF (Policy Charging and Rule Function), 
82

PGW (PDN Gateway), 82

SGW (Serving Gateway), 81

goals of, 77

LTE (Long Term Evolution). See E-UTRAN 
(Evolved UTRAN)

Rx interface, 89

SAE (System Architecture Evolution), 77, 78

voice over EPS, 88–89

Equal Cost Multi-Path (ECMP), 217, 240–241, 
262–263

Equinix, 352

Equipment Identity Register (EIR), 59

E-RAB (E-UTRAN radio access bearer), 85–87

Ericsson, 38

ERPS (Ethernet Ring Protection Switching), 
104

ESI label extended community, 291

ESMC (Ethernet Synchronization Messaging 
Channel), 318

ETACS (European TACS), 6, 31

Ethernet. See also EVPN (Ethernet VPN)

applicability to xHaul domains, 345–346

EAPS (Ethernet Automatic Protection 
Switching), 104

E-LAN (Ethernet LAN), 50, 282

E-Line (Ethernet Line) services, 50, 277–279, 
337

EoMPLS (Ethernet over MPLS), 110–111, 
275–276, 277

ERPS (Ethernet Ring Protection Switching), 
104

ESMC (Ethernet Synchronization Messaging 
Channel), 318

Ethernet Auto-Discovery (A-D) Route, 
290–291

E-Tree (Ethernet Tree), 50, 281–282

MEF (Metro Ethernet Forum) services, 49–51

RoE (Radio over Ethernet), 195–197, 337

segment route, 291–292

SyncE (Synchronous Ethernet), 312–313, 
316–318

xHaul networks, 349

E-Tree (Ethernet Tree), 50, 281–282

ETSI (European Telecommunication 
Standards Institute), 14

ETWS (Earthquake and Tsunami Warning 
System), 94

European TACS (ETACS), 6, 31

European Telecommunication Standards 
Institute (ETSI), 14

E-UTRAN (Evolved UTRAN), 78, 89–100

definition of, 77

eNB (Evolved Node), 94–95

definition of, 80–81

interfaces, 81

QoS (quality of service), 95

source-eNB, 94–95

target-eNB, 94–95

E-RAB (E-UTRAN radio access bearer), 85–87

history of, 78

ICIC (inter-cell interference coordination), 94, 
95–97

introduction of, 25

ISI (inter-symbol interference), 90–93

LTE-A (LTE-Advanced), 77

MIMO (multiple-input multiple-output), 37, 
97–98
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OFDMA (Orthogonal Frequency-Division 
Multiple Access), 90–94

carrier aggregation in, 93–94

definition of, 90

modulation, 91–93

orthogonal subcarriers in, 90–91

subcarrier allocation to different 
subscribers, 93

VoLTE (Voice over LTE), 88

Wi-Fi offload, 98–100

event messages, PTP (Precision Time 
Protocol), 319

evolved CPRI (eCPRI), 337, 339

Evolved Node. See eNB (Evolved Node)

Evolved Packet Core. See EPC (Evolved 
Packet Core)

Evolved Packet Data Gateway (ePDG), 99

Evolved Packet System. See EPS (Evolved 
Packet System)

Evolved UTRAN. See E-UTRAN (Evolved 
UTRAN)

EVPN (Ethernet VPN), 263–265, 275–276, 
287–294

description of, 288–289

goals of, 337

route types, 289–293

Ethernet Auto-Discovery (A-D) Route, 
290–291

Ethernet segment route, 291–292

Inclusive Multicast Ethernet Tag route, 
292–293

IP Prefix Advertisement route, 293

MAC/IP Advertisement Route, 289–290

VPWS (virtual private wire service), 293–294

extended discontinues reception (eDRX), 133

Extended IP Reachability TLV, 220

Extended Link Opaque LSA, 222

Extended Prefix Opaque LSA, 222

eXtensible Markup Language (XML), 378

extension headers, IPv6, 243–244

F
F1 Control Plane Interface (F1-C), 370

F1 User Plane Interface (F1-U), 370

F1-Control Plane (F1-CP), 162

F1-User Plane (F1-UP), 162

fabric, data center, 46, 252. See also Clos 
architecture

Fabricpath, 261–262

FAD (Flexible Algorithm Definition), 235

FAR (Forwarding Action Rule), 193

far-edge DCs (data centers), 132–133, 159, 
258, 263, 270–271, 344–345

Fast Reroute (FRR), 103, 238

fat-tree design, 253

fault-domain, 262–263

FDD (Frequency Division Duplex), 33–35, 307

FDMA (Frequency Division Multiple Access), 
18

femtocells, 39–43

FFR (fractional frequency reuse), 95–97

FHGW (Fronthaul Gateway), 197–198, 337

FIB (forwarding information base), 212–213

fiber, propagation delay over, 113

fiber rings, 46–47

field-programmable gate arrays (FPGAs), 268

Fixed Wireless Access (FWA), 123–124

Flex-Algo (Flexible Algorithm), 234, 235–238

Flexible Algorithm Definition (FAD), 235

flexible algorithms, 220

flood-and-learn approach, 288, 297

Follow_Up PTP messages, 320–323

forward link, 31

Forwarding Action Rule (FAR), 193

forwarding information base (FIB), 212–213

FPGAs (field-programmable gate arrays), 268

FQDNs (fully qualified domain names), 64

fractional frequency reuse (FFR), 95–97

frame preemption, 353–354
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Frame Relay, 276

frames, 5G NR, 139–140

Frequency Division Duplex (FDD), 33–35, 307

Frequency Division Multiple Access (FDMA), 
18

frequency spectrum, 3

frequency synchronization, 304–306

Fronthaul Gateway (FHGW), 197–198, 337

fronthaul networks, 115. See also
synchronization; timing

characteristics of, 159–160

design, 337–345

bandwidth considerations, 339–340

challenges of, 337

far-edge DC location, 344–345

latency, 341–344

lower-layer splits, 341

packetized, 337–339

WDM (Wavelength Division Multiplexing), 
337–339

hub site routers, 115

packet-based fronthaul transport networks, 161

packetized, 115–116, 303–304

WDM, 113–114

FRR (Fast Reroute), 103, 104–105, 238

fully qualified domain names (FQDNs), 64

functional splits (RAN), 163–169

5G protocols stack overview, 163

cloud and orchestration, 176–177

CPRI traffic, 169–170

definition of, 163

eCPRI

open versus vendor-specific, 174–175

specifications, 170–172

impact on fronthaul network design, 341

NAS (Non-Access Stratum), 164–165

RIC (RAN Intelligent Controller), 175–176

single versus dual split architecture, 165–167

split options, 165–167, 168–169, 178–179

functions, network. See NFs (Network 
Functions)

FWA (Fixed Wireless Access), 123–124

G
G.2860 standard, 327

G.8032 standard, 104

G.8261 standard, 316

G.8262 standard, 316

G.8264 standard, 316, 318

G.8265 standard, 324

G.8271 standard, 324, 325–326

G.8272 standard, 324

G.8273.2 standard, 328

G.8275 standard, 324

G.8275.1 standard, 329

G.8275.2 standard, 329

gain (antenna), 143–144

Galileo, 310, 312, 313–314

Gateway GPRS Support Node (GGSN), 17, 
63–64, 82

Gateway Mobile Location Center (GLMC), 
190–191

Gateway MSC (G-MSC), 13, 54

GBR (guaranteed bitrate), 354

GCP Anthos, 185, 375

General Packet Radio Service (GPRS), 16

GRX (GPRS roaming exchange), 69–70

GSN Enhancements in 3G Core, 69–70

GTP (GPRS Tunneling Protocol), 67–69

interfaces, 66–67

Generic Routing Encapsulation (GRE), 222, 
297–298

GENEVE (Generic Network Virtualization 
Encapsulation), 297–298
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GGSN (Gateway GPRS Support Node), 17, 
63–64, 82

Gigabit PON (GPON), 48

GKE (Google Kubernetes Engine), 184–185

GLMC (Gateway Mobile Location Center), 
190–191

Global Navigation Satellite System 
(GLONASS), 310, 312, 313–314

global navigation satellite systems (GNSSs), 
310

Global Positioning System (GPS), 310, 312, 
313–314

global routing tables, 284

global SIDs (segment IDs), 216

Global System for Mobile Communications 
(GSM), 10, 11, 14

GLONASS (Global Navigation Satellite 
System), 310, 312, 313–314

G-MSC (Gateway MSC), 13, 54

gNB-CU-CP (control plane), 162

gNB-CU-UP (user plane), 162

gNMI (Google Network Management 
Interface), 378

gNodeB, 161–162

GNSS antenna installation, 314–315

GNSSs (global navigation satellite systems), 
310. See also timing

Google

Anthos, 259

autonomous systems, 352–353

GKE (Google Kubernetes Engine), 184–185

gNMI (Google Network Management 
Interface), 378

gRPC (Google Remote Procedure Call), 
378

GPON (Gigabit PON), 48

GPRS (General Packet Radio Service), 16

GRX (GPRS roaming exchange), 17, 69–70

GSN (GPRS support nodes), 16, 69–70

GSS (GPRS Subsystem), 17, 63

GTP (GPRS Tunneling Protocol), 67–69, 
81, 187

interfaces, 66–67

GPS (Global Positioning System), 310, 312, 
313–314

GPUs (graphics processing units), 270–271

grandmasters, 323–325

graphics processing units (GPU), 270–271

gray optics, 114–115

GRE (Generic Routing Encapsulation), 222, 
297–298

groups, NUMA (non-uniform memory 
access), 269

gRPC (Google Remote Procedure Call), 
378

GRX (GPRS roaming exchange), 17, 70–71

GSM (Global System for Mobile 
Communications), 10, 11, 14

GSN (GPRS support nodes), 16, 69–70

GSS (GPRS Subsystem), 17, 63

GTP (GPRS Tunneling Protocol), 67–69, 81, 
187

guaranteed bitrate (GBR), 354

guard interval, 34

Gx interface, 82

Gy interface, 82

H
HA (high availability), 238–239

hard network slicing, 234

headend, 213, 223

Headend Encapsulation (H.Encaps) behavior, 
244

HeNB (home eNodeB), 41

H.Encaps behavior, 244

H.Encaps.L2 behavior, 244

H.Encaps.L2.Red behavior, 244

H.Encaps.Red behavior, 244

Hertz (Hz), 29
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Hertz, Heinrich, 29

Hertzian waves, 29

heterogenous networks (HetNet), 41

Hierarchical VPLS (H-VPLS), 282–284

high availability (HA), 238–239

High Speed Downlink Packet Access 
(HSDPA), 24, 25

High Speed Packet Access (HSPA), 24, 97

High Speed Uplink Packet Access (HSUPA), 
25

high-band frequencies, 31–32

Higher Layer Split (HLS), 167–168

history of mobile networks

1G network architectures, 5–10

cellular versus mobile networks, 7–8

limitations of, 10

mobile core in, 8–10

mobile transport in, 8

MSC (Mobile Switching Center), 8–10

radio access in, 6–7

2G network architectures, 10–14

mobile core in, 13–14

mobile transport in, 12–13

radio access in, 10–11

technology summary of, 14

2.5G network architectures, 15–17

3G network architectures, 17–26

3GPP standardization efforts, 18, 24–26

introduction of, 17–18

microdiversity/macrodiversity in, 21

mobile core in, 22–24

mobile transport in, 21–22

radio access in, 18–21

technology summary of, 26

pre-cellular mobile networks, 2–5

HLR (Home Location Register), 5, 8, 57, 189

HLS (Higher Layer Split), 167–168

HNB (home NodeB), 41

HNI (Home Network Identity), 56

holdover mode, 316

home eNodeB (HeNB), 41

Home Location Register (HLR), 5, 8, 57, 189

Home Network Identity (HNI), 56

home NodeB (HNB), 39

hop by hop, 317

HSDPA (High Speed Downlink Packet 
Access), 24

HSPA (High Speed Packet Access), 24, 25

HSPA+ (High Speed Packet Access) 
networks, 97

HSS (Home Subscriber Server), 82–83, 189

HSUPA (High Speed Uplink Packet Access), 
25

HT (HyperThreading), 270

Huawei, 38, 277

hub pseudowire, 111

hub sites, C-RAN, 101

H-VPLS (Hierarchical VPLS), 282–284

hybrid beamforming, 147

hybrid cloud, 185, 376

hybrid SDN (software-defined networking), 
229

HyperThreading (HT), 270

Hz (Hertz), 29

I
IAB (Integrated Access Backhaul), 200

ICCID (Integrated Circuit Card Identifier), 56

ICIC (inter-cell interference coordination), 
94–95

ideal backhaul, 151

identifiers, for mobile networks, 11, 55–57

IEEE (Institute of Electrical and Electronics 
Engineers). See also PTP (Precision Time 
Protocol)

802.1BA, 344

802.1CM, 344
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802.11ah, 133

1914.1 standard, 161

1914.3 RoE standard, 195–197

TSN (Time Sensitive Networking), 344,
353–354

IETF (Internet Engineering Task Force).
See also RFCs (requests for comments)

Advertising Segment Routing Policies in BGP, 
227

Loop Avoidance Using Segment Routing, 241

iFFT (inverse fast Fourier transform), 91–92

IGPs (Interior Gateway Protocols), 105, 213, 
219

IGP-only MPLS (multiprotocol label 
switching), 106–111

IGP-Prefix segment, 217

multidomain design, 362

IMEI (International Mobile Equipment 
Identity), 56

immersive experiences, emerging trends and 
expectations for, 122–123

Improved Mobile Telephone Service (IMTS), 4

IMS (IP Multimedia Subsystem), 25, 77, 83, 88

IMSI (International Mobile Subscriber 
Identity), 56, 192

IMT-2020 specification, 126

IMTS (Improved Mobile Telephone Service), 4

Inclusive Multicast Ethernet Tag route, 
292–293

indexes, 219–220

Indian Regional Navigation Satellite System 
(IRNSS), 310

ingress protection (IP) ratings, 357

ingress replication, 292–293

in-phase components, 169

Integrated Access Backhaul (IAB), 200

Integrated Circuit Card Identifier (ICCID), 56

Integrated Routing and Bridging (IRB), 293

Intel, 156–157, 373

inter-autonomous system (inter-AS), 263

inter-cell interference coordination (ICIC), 
94–95, 311

inter-DC connectivity, 265

interfaces, see individual interfaces

interference, 29

Interim Standard 95 (IS-95), 10

Interior Gateway Protocols. See IGPs 
(Interior Gateway Protocols)

Intermediate System to Intermediate System 
(ISIS), 105–106, 219, 363–365

International Bureau of Weights and 
Measures, 309

International Mobile Equipment Identity 
(IMEI), 56

International Mobile Subscriber Identity 
(IMSI), 56, 192

International Mobile Telecommunication-
Advanced (IMT-Advanced), 77

International Telecommunication Union. 
See ITU (International Telecommunication 
Union)

Internet Engineering Task Force. See IETF 
(Internet Engineering Task Force)

Internet of Things. See IoT (Internet of 
Things)

inter-symbol interference. See ISI 
(inter-symbol interference)

interworking function (IWF), 197

Intra-MAC Layer Split, 166

Intra-PHY Layer Split, 166

Intra-RLC Layer Split, 167

inverse fast Fourier transform (iFFT), 91–92

IoT (Internet of Things)

emerging trends and expectations for, 124

NB-IoT (Narrowband IoT), 133

IP (ingress protection) ratings, 357

IP (Internet Protocol). See also EPC (Evolved 
Packet Core)

in 3G network architectures, 22
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GRX (GPRS roaming exchange) and, 69–70

IMS (IP Multimedia Subsystem), 25, 77, 83, 88

IP VPN (L3VPN), 284–287

IP-FRR (IP Fast Reroute), 238–239

IPv6, 263

in IS-IS, 363–365

in OSPF, 363–365

SRv6 (Segment Routing for IPv6), 242–247

IPX (IP eXchange), 71

Prefix Advertisement route, 293

VoIP (Voice over IP), 79

iPhone, 120

iPreboot eXecution Environment (iPXE), 
378

IPX (IP eXchange), 71

iPXE (iPreboot eXecution Environment), 
378

IQ data, 169

IRB (Integrated Routing and Bridging), 293

IRNSS (Indian Regional Navigation Satellite 
System), 310

IS-95 (Interim Standard 95), 10

ISI (inter-symbol interference), 90–93

ISIS (Intermediate System to Intermediate 
System), 105–106, 219, 363–365

ITU (International Telecommunication Union), 
77

IMT-2020 specification, 126

ITU-T, 324

G.2860 standard, 327

G.8032 standard, 104

G.8261 standard, 316

G.8262 standard, 316

G.8264 standard, 316, 318

G.8265 standard, 324

G.8271 standard, 324, 325–326

G.8272 standard, 324

G.8273.2 standard, 328

G.8275 standard, 324

G.8275.1 standard, 329

G.8275.2 standard, 329

NGMN (Next Generation Mobile Network), 
127

Iu-CS, 69–70

Iu-PS, 69–70

IWF (interworking function), 197

J
Japan

JTACS (Japan TACS), 6

QZSS (Quasi-Zenith Satellite System), 310

Rakuten Mobile, 373, 374

JavaScript Object Notion (JSON), 192,
378

Jio, 173

joint transmission, 151

Juniper, 278

Apstra System, 267

Contrail, 184–185

NorthStar, 267

Northstar, 232

Q-Fabric, 261–262

VPLS Routing Instance, 282

K
KDDI, 173, 176

kilocycles (kc), 29

Kompella, Kireeti, 278

Kubernetes, 184–185

L
L2TPv3, 297–298

L2VPNs (Layer 2 VPNs), 276–284

definition of, 275–276

modern L2VPN, 275–276

multipoint L2VPN services, 280–284
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point-to-point L2VPN services, 277–279

in pre-4G mobile networks, 276

L3 Cross-Connect action, 245–246

L3VPNs (Layer 3 VPNs), 284–287

Label Distribution Protocol (LDP), 213,
278–279

label switched path (LSP), 103, 105–106,
212–213, 222–223, 361

Labeled Unicast (BGP-LU), 105–106, 263

LAC (Location Area Code), 56

LAI (Location Area Identifier), 85

lambdas, 113

latency, in fronthaul network design, 342–344

Layer 2 VPNs. See L2VPNs (Layer 2 VPNs)

layers

MBH (mobile backhaul networks), 42–44

MIMO (multiple-input multiple-output), 
149–150

LDP (Label Distribution Protocol), 213, 
278–279

leaf nodes, 253

LFA (Loop-Free Alternates), 238–239

Licensed Shared Access (LSA), 30

LLC (Logical Link Control Layer), 67

LLQ (Low Latency Queuing), 353

LLS (Lower Layer Split), 167–168, 341

LMF (Location Management Function), 
190–191

LMSI (Local Mobile Station Identify), 56

Local Mobile Station Identify (LMSI), 56

local SIDs (segment IDs), 216

Location Area Code (LAC), 56

Location Area Identifier (LAI), 56, 85

Location Management Function (LMF), 
190–191

Logical Link Control Layer (LLC), 67

logical slices, 235

logs, syslog, 330

Long Range (LoRa), 133

Long Term Evolution. See E-UTRAN (Evolved 
UTRAN)

Loop Avoidance Using Segment Routing 
(IETF), 241

Loop-Free Alternates (LFA), 238–239

loops

LFA (Loop-Free Alternates), 238–239

loop-avoidance mechanism, 241–242, 282

transient, 241

Low Latency Queuing (LLQ), 353

low-band frequencies, 31

Lower Layer Split (LLS), 167–168, 341

LPWAN (low-power wide area network), 133

LSA (Licensed Shared Access), 30

Extended Link Opaque LSA, 222

Extended Prefix Opaque LSA, 222

Router Information Opaque LSA, 222

Type 10 Opaque LSAs, 222

LSP (label switched path), 103, 105–106, 
212–213, 222–223, 361

LTE (Long Term Evolution). See E-UTRAN 
(Evolved UTRAN)

LTE Machine-Type Communications 
(LTE-MTC), 133

LTE-A (LTE-Advanced), 77

M
MAC (Media Access Control), 163–165

MAC Mobility extended community, 290

machine learning (ML), 380

machine-to-machine communications, 124

MAC-in-MAC, 261–262

MAC/IP Advertisement Route, 289–290

MAC-PHY Layer Split, 166

macrocells, 39–43

macrodiversity, 21

macrosites, 39–43

main DCs (data centers), 159
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main lobes, antenna, 143–144

management plane (M-Plane), 298, 335, 370

MANO (management and orchestration), 
184–185

market trends, mapping 5G technology 
enablers to, 129

Martini, Luca, 278

massive MAC withdrawal, 290

Massive Machine-Type Communications 
(mMTC), 133

massive MIMO (mMIMO), 98, 148–150, 339

master nodes (MNs), 153

master ports, 319

maximum absolute time error (max |TE|), 327

Maximum SID Depth (MSD), 220

Maximum Transmission Units (MTUs),
371–372

MBH (mobile backhaul networks), 41–51, 
102–111, 202, 212. See also MPLS 
(multiprotocol label switching); transport

backhaul transport services, 110–111

cell site connectivity models, 44–51

cable, 51

Clos fabric, 46

DSL (digital subscriber line), 51, 302

fiber rings, 46–47

importance of, 44

MEF (Metro Ethernet Forum) services, 
49–51

microwave links, 48–49

point-to-point fiber, 45–46

PONs (passive optical networks), 47–48, 
302

satellite, 51

definition of, 13

enabling technologies for, 103

hierarchy of, 42–44

history of, 22, 41–42

Layer 2 backhaul, 103–104

network characteristics, 159–160

non-MPLS, IP-only backhaul, 105–111

PE (Provider Edge) routers, 109–110

pseudowire, 111

MCNs (mobile communication networks), 
28, 76

3GPP releases. See 3GPP (3rd Generation 
Partnership Project) releases

4G, 78

5G mobile requirements, determination of, 
380–382

cellular versus mobile, 7–8

cloud deployments. See cloud deployments; 
cloud-native 5G core

data centers. See DCs (data centers)

design of. See design, network

emerging trends and expectations, 122

5G service offerings, 131–134

5G technology enablers, 126–130

content creation and utilization, 122

dedicated services and private networks, 
124–125

IoT (Internet of Things), 124

on-demand, rapid service deployment, 125

real-time and immersive experiences, 
122–123

universal connectivity and reliability, 
123–124

history of

1G network architectures, 5–10

2G network architectures, 10–14

2.5G network architectures, 15–17

3G network architectures, 17–26

pre-cellular mobile networks, 2–5

mobile backhaul networks. See MBH (mobile 
backhaul networks)

mobile core. See mobile core

OBSAI (Open Base Station Architecture 
Initiative), 102
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radio access network. See RANs (radio access 
networks)

synchronization in. See synchronization

transport. See transport

xHaul. See xHaul

mean of time error, 327

meanPathDelay value, 321

MEC (Multi-access Edge Compute), 180–181, 
259

Media Access Control (MAC), 163–165

Media Gateway Control Protocol. See MGCP 
(Media Gateway Control Protocol)

media gateway (MGW), 22–24

MEF (Metro Ethernet Forum), 49–51, 282

MEF (Metro Ethernet Forum) services, 49–51

megacycles (mc), 29

messages

event, 319

syslog, 330

Metro Ethernet Forum (MEF), 49–51, 282

Metro Ethernet services, 50

metrocells, 39–43

MGCP (Media Gateway Control Protocol), 88

MGW (media gateway), 22–24

microcells, 39–43

microdiversity, 21

microloop avoidance, 241

microservices architecture, 184

Microsoft

autonomous systems, 352–353

Azure Stack, 259

microwave links, 48–49, 345

mid-band frequencies, 31

midhaul. See also xHaul

definition of, 159

network characteristics, 159–160

midpoints, 213

millimeter wave (mmWave) frequencies, 
31–32

MIMO (multiple-input multiple-output), 37, 
97–98, 121, 148. See also mMIMO (massive 
MIMO)

ML (machine learning), 380

MME (Mobility Management Entity), 80–81, 
125

mMIMO (massive MIMO), 98, 148–150, 339

mMTC (Massive Machine-Type 
Communications), 133

MNs (master nodes), 153

mobile backhaul networks. See MBH (mobile 
backhaul networks)

mobile communication networks. See MCNs 
(mobile communication networks)

mobile core, 51–71

in 1G network architectures, 8–10

in 2G network architectures, 13–14

in 3G network architectures, 22–24

circuit switched core, 24, 54–61

call flow, 59–61

databases, 57–59

definition of, 54

Gateway MSC (G-MSC), 13, 54

identifiers, 55–57

user registration, 59–61

Visited MSC (V-MSC), 13, 54

decomposition, 127–128

definition of, 28

evolution of, 51–54

geographical deployment layout of, 52–54

overview of, 334

packet switched core, 24, 61–71

APNs (access point names), 64–66

evolution of, 61

GGSN (Gateway GPRS Support Node), 17, 
63–64
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GPRS (General Packet Radio Service) inter-
faces, 66–67

GRX (GPRS roaming exchange), 70–71

GSN Enhancements in 3G Core, 69–70

GSS (GPRS Subsystem), 17, 63

GTP (GPRS Tunneling Protocol), 67–69

packet switched data, 63

PDP (Packet Data Protocol) context, 63–64

SGSN (Serving GPRS Support Node), 17, 
63–64

Mobile Edge Compute, 180–181

Mobile Station International Subscriber 
Directory Number (MSISDN), 56

Mobile Station Roaming Number (MSRN), 56

Mobile Switching Center (MSC), 5, 8–10

Mobile Telephone Service (MTS), 3–5

Mobility Management Entity (MME), 
80–81, 125

modern L2VPN (Layer 2 VPN), 275–276

modulation, OFDMA, 91–93

MP-BGP (Multi-Protocol BGPs), 284–285

M-plane (management plane), 170, 335, 370

MPLS (multiprotocol label switching), 103, 
212

architecture and operations, 107–111

complexity of, 212–214

definition of, 103

Ethernet over MPLS (EoMPLS), 110–111, 
275–276

IGP-only, 106–111

MPLS VPN (L3VPN), 284–287

MPLS/IP backhaul, 104–105

MPLS-TE, 223

non-MPLS, IP-only backhaul, 105–111

Seamless MPLS, 213–214, 360, 365

MR-DC (Multi-Radio Dual Connectivity), 
152–153

MSC (Mobile Switching Center), 5, 8–10

MSC-S (MSC server), 22–24, 54

MSD (Maximum SID Depth), 220

MSISDN (Mobile Station International 
Subscriber Directory Number), 56

MSRN (Mobile Station Roaming Number), 56

MST (Multiple Spanning Tree), 103–104

MTS (Mobile Telephone Service), 3–5

MTUs (Maximum Transmission Units),
371–372

Multi-access Edge Compute (MEC), 180–181, 
259

multidomain IGP (Interior Gateway Protocol), 
362

multihoming

All-Active, 290

Single-Active, 291

multi-level master-slave clock hierarchy, 319

multiple-input multiple-output. See MIMO 
(multiple-input multiple-output)

multiplexing, spatial, 97–98

multipoint services, 50, 280–284

Multi-Protocol BGPs (MP-BGP), 284–285

multiprotocol label switching. See MPLS 
(multiprotocol label switching)

multi-radio connectivity, 150–153

Multi-Radio Dual Connectivity (MR-DC), 
152–153

MU-MIMO (multi-user MIMO), 98, 148

N
N2 interface, 188–189

N3 reference interface, 187

N3IWF (Non-3GPP InterWorking Function), 
191

N4 interface, 193

NAI (Network Access Identifier), 192

naming conventions, data center, 159–160

Narrowband IoT (NB-IoT), 133

NAS (Non-Access Stratum), 164–165

national data centers, 159
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navigation maps, 224–225

NB-IoT (Narrowband IoT), 133

near real-time (near-RT) RIC, 175–176

NEC, 373

NEF (Network Exposure Function), 190

Netconf, 378

Netflix, 121

NetFlow, 379

network abstraction, 360–361

Network Access Identifier (NAI), 192

network attach process, 84

Network Data Analytics Function (NWDAF), 
190

Network Exposure Function (NEF), 190

Network Function Virtualization 
Infrastructure (NFVI), 173

Network Functions. See NFs (Network 
Functions)

Network Functions Virtualization (NFV), 156, 
257, 337

Network Layer Reachability Information 
(NLRI), 105–106

Network Repository Function (NRF), 190

Network Services Orchestrator (NSO), 
184–185, 267

Network Slice Admission Control Function 
(NSACF), 190

network slice instances (NSIs), 232–233

Network Slice Selection Function (NSSF), 190

Network Slice Specific Authentication and 
Authorization Function (NSSAAF), 190

network slice subnet instances (NSSIs), 
232–233, 378

network slicing, 128–129, 186, 232–234, 378

hard, 234

NSACF (Network Slice Admission Control 
Function), 190

NSIs (network slice instances), 232–233, 378

NSSAAF ( Network Slice Specific 

Authentication and Authorization Function), 
190

NSSF (Network Slice Selection Function), 190

NSSIs (network slice subnet instances), 
232–233, 378

NSTs (Network Slicing Templates), 378

number of network slices, 234

options for, 233–234

QoS (quality of service), 232

slice managers, 233

soft, 234

subnetwork slices, 232–233

toolkit, 232

Network Slicing Templates (NSTs), 378

network switching subsystem (NSS), 13

Network Time Protocol (NTP), 312–313, 
330–331

Network Virtualization using Generic Routing 
Encapsulation (NVGRE), 297–298

networks, mobile communication. See MCNs 
(mobile communication networks)

New Radio. See NR (New Radio)

Next Generation Fronthaul Interface (NGFI), 
161

Next Generation Mobile Network (NGMN), 
127

Next Generation PON (NG-PON), 48

Next Generation RAN (NG-RAN), 161

next-generation NodeB (gNodeB), 161–162

next-hop label, 277

next-hop-self, 107

NFs (Network Functions), 187–192

control-plane NFs, 188–191

definition of, 187

UPF (User Plane Function), 187–188

NFV (Network Functions Virtualization), 156, 
257, 337

NFVI (Network Function Virtualization 
Infrastructure), 173
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413NWDAF (Network Data Analytics Function)

NG interfaces, 161

ng-eNB, 153

NGFI (Next Generation Fronthaul Interface), 
161

NGMN (Next Generation Mobile Network), 
127

NG-PON (Next Generation PON), 48

NG-RAN (Next Generation RAN), 161

NLRI (Network Layer Reachability 
Information), 105–106

NMT (Nordic Mobile Telephone), 6

NodeB, 21

nodes, 187. See also NFs (Network 
Functions)

Node-SID, 217

Nokia, 38

Nuage, 184–185, 267

point-to-point L2VPN services, 277

NOMA (Non-Orthogonal Multiple Access), 
142

Non-3GPP InterWorking Function (N3IWF), 
191

Non-Access Stratum (NAS), 164–165

non-end-of-segment nodes, 245

non-GBR (non-guaranteed bitrate), 354

non-guaranteed bitrate (non-GBR), 354

non-MPLS, IP-only backhaul, 105–111

Non-Orthogonal Multiple Access (NOMA), 
142

non-real-time (non-RT) RIC, 175–176

non-real-time functions, 158, 165

non-uniform memory access (NUMA), 
269–270

Nordic Mobile Telephone (NMT), 6

north-south traffic, 253

NorthStar, 232, 267

NPN. See Private 5G networks

NR (New Radio), 127, 139–155

active versus passive antennas, 142–143

beamforming, 143–147, 339

carrier aggregation, 93–94, 140–142

channel widths, 140–142

definition of, 139

DSS (dynamic spectrum sharing), 154–155

frames and slots, 139–140

mMIMO (massive MIMO), 98, 148–150, 339

multi-radio connectivity, 150–153

NOMA (Non-Orthogonal Multiple Access), 
142

OFDMA subcarriers, 139–140

TPs (transmission points), 151–153

Vehicle-to-Everything communication, 155

NRF (Network Repository Function), 190

NSACF (Network Slice Admission Control 
Function), 190

NSIs (network slice instances), 232–233, 378

NSO (Network Services Orchestrator), 
184–185, 267

NSS (network switching subsystem), 13

NSSAAF (Network Slice Specific 
Authentication and Authorization Function), 
190

NSSF (Network Slice Selection Function), 190

NSSIs (network slice subnet instances), 
232–233, 378

NSTs (Network Slicing Templates), 378

NTP (Network Time Protocol), 312–313, 
330–331

Nuage, 184–185, 267

null-forming, 143

NUMA (non-uniform memory access), 
269–270

NVGRE (Network Virtualization using Generic 
Routing Encapsulation), 297–298

NWDAF (Network Data Analytics Function), 
190
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414 OAM Workgroup

O
OAM Workgroup, 177

OBSAI (Open Base Station Architecture 
Initiative), 102

OC (ordinary clock), 323–324, 325, 327–329

O-Cloud, 176–177

O-CU (Open Central Unit), 259

OCXOs (oven-controlled crystal oscillators), 
309

ODN (On-Demand Next Hop), 227–228

O-DU (Open DU), 174

OFDM (Orthogonal Frequency Division 
Multiplexing), 139

OFDMA (Orthogonal Frequency-Division 
Multiple Access), 89, 90–94, 307

carrier aggregation in, 93–94

definition of, 90

frames and slots, 139–140

modulation, 91–93

orthogonal subcarriers in, 90–91

subcarriers, 93, 139–140

offload, Wi-Fi, 98–100

off-premises (off-prem) DCs, 252

offsetFromMaster value, 321–323

OLT (optical line termination), 47–48

Omega, 184

On-Demand Next Hop (ODN), 227–228

on-demand deployment, 125

on-premises (on-prem) DCs, 251

ONT (optical network termination), 47–48

ONU (optical network unit), 47–48

Open Base Station Architecture Initiative 
(OBSAI), 102

Open Central Unit (O-CU), 259

Open DU (O-DU), 174

open eCPRI, 174–175

Open Fronthaul Gateway, 197–198

Open Fronthaul Interfaces Group, 174

open fronthaul nodes, 174–175

Open RAN Alliance. See O-RAN Alliance

open ring design, 46, 364

Open RU (O-RU), 174

Open Shortest Path First (OSPF), 105–106, 
219, 363–365

Open Systems Interconnect (OSI) model, 
212–213

OpenRAN, 173

OpenShift, 184–185

OpenStack, 257

operating band numbers, 34–35

OPEX (operational expense), 338

optical distribution network (ODN), 47

optical fiber-based xHaul transport, 199–200

optical line termination (OLT), 47–48

optical network termination (ONT), 47–48

optical network unit (ONU), 47–48

optics

colored, 114–115

gray, 114–115

tunable, 114–115

optimization, data center, 267–271

benefits of, 268

techniques for, 268–271

O-RAN Alliance, 127, 276, 293, 294

architecture and use cases, 173

definition of, 173

FHGW (Fronthaul Gateway), 337

key tenets of, 172–173

open fronthaul nodes and interfaces, 174–175

open versus vendor-specific eCPRI, 175

O-RAN Packet Switched xHaul Architecture, 
298

Synchronization Architecture and Solution 
Specification, 325

terminology, 173

xHaul Packet Switched Architectures and 
Solutions Specification, 202, 234
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415path computation element (PCE)

orchestration

cloud-native 5G core, 184–185

data center fabric, 266–267

RAN (radio access network), 176–177

ordinary clock (OC), 323–324, 325, 327–329

Orthogonal Frequency Division Multiplexing 
(OFDM), 139

Orthogonal Frequency-Division Multiple 
Access. See OFDMA (Orthogonal 
Frequency-Division Multiple Access)

orthogonal subcarriers, 90–91

orthogonality, 90

O-RU (Open RU), 174

oscillators, 305, 307, 308–309

OSI (Open Systems Interconnect) model, 
212–213

OSPF (Open Shortest Path First), 105–106, 
219, 363–365

OTT (over-the-top) services, 251

OTV (Overlay Transport Virtualization), 
297–298

outer header, 261–262

Output (AWS), 185, 375

oven-controlled crystal oscillators (OCXOs), 
309

overlay technologies. See transport

Overlay Transport Virtualization (OTV), 
297–298

overload indicators, 96

over-the-top (OTT) services, 251

P
packages, CPU, 269

Packet Control Units (PCUs), 17

packet core, 24

Packet Data Convergence Protocol (PDCP), 
163–165, 167

packet data network (PDN), 16

Packet Data Protocol (PDP), 63–64

Packet Detection Rule (PDR), 193

packet forwarding

PFCP (Packet Forwarding Control Protocol), 
193

SR-TE (Segment Routing Traffic Engineering), 
224–225

Packet Loss and Delay Measurement for 
MPLS Networks, 236

packet switched core, 24, 61–71

APNs (access point names), 64–66

evolution of, 61

GGSN (Gateway GPRS Support Node), 17, 
63–64

GPRS (General Packet Radio Service) 
interfaces, 66–67

GRX (GPRS roaming exchange), 70–71

GSN Enhancements in 3G Core, 69–70

GSS (GPRS Subsystem), 17, 63

GTP (GPRS Tunneling Protocol), 67–69

packet switched data, 63

PDP (Packet Data Protocol) context, 63–64

SGSN (Serving GPRS Support Node), 17, 
63–64

packet switched data, 63

packet-based fronthaul transport networks, 
161

packetized fronthaul networks, 115–116, 
303–304, 337–339

Partial Timing Support (PTS), 329

parts per billion (PPB), 306

parts per million (PPM), 306

passive antennas, 142–143

passive optical networks (PONs), 47–48, 
199–200, 302, 345–346

path asymmetry, 323

path computation client (PCC), 230

Path Computation Element Communication 
Protocol (PCEP), 231, 361, 367

path computation element (PCE), 230, 366, 
367–368
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416 path symmetry

path symmetry, 323

PBB (provider backbone bridges), 261–262

PBR (policy-based routing), 214–215

PCC (policy and charging control), 77

PCE (path computation element), 230, 366, 
367–368

PCEP (Path Computation Element 
Communication Protocol), 230, 231, 
361, 367

PCF (Policy Control Function), 189–190

PCRF (Policy Charging and Rule Function), 
82, 189–190

PDCP (Packet Data Convergence Protocol), 
163–165, 167

PDN (packet data network), 16

PDN Gateway (PGW), 82

PDP (Packet Data Protocol), 63–64

PDR (Packet Detection Rule), 193

PDU sessions, 187, 193

PE (provider edge) routers, 109–110, 277, 294

peering, 352–353

penultimate hop popping (PHP), 108, 224, 277

Penultimate Segment Pop (PSP), 244

per-algo virtual topology, 235

per-CE L3VPN labels, 246

per-hop behaviors (PHBs), 354

Per-VLAN Spanning Tree (PVST), 103–104

per-VRF label allocation, 246

PFCP (Packet Forwarding Control Protocol), 
193

PGW (PDN Gateway), 82

phase synchronization, 304–306, 307, 
311–313

PHBs (per-hop behaviors), 354

PHP (penultimate hop popping), 108, 224, 277

PHY-RF Layer Split, 166

physical layer, 163, 164

physical topology, xHaul

Ethernet, 349

ring-based, 347–349

picocells, 39–43

pinning, CPU, 270

planar arrays, 146

planning for scale, 360

PLMN (Public Land Mobile Network), 56

point-to-multipoint architecture, 281

point-to-point services

Ethernet Line (E-Line) services, 50

fiber connectivity, 45–46

L2VPN services, 277–279

polarization, 148

policies

PBR (policy-based routing), 214–215

PCF (Policy Control Function), 189–190

PCRF (Policy Charging and Rule Function), 
82, 189–190

policy and charging control. See PCC (policy 
and charging control)

SR (Segment Routing), 217, 225–226

PONs (passive optical networks), 47–48, 
199–200, 302, 345–346

ports

master, 319

slave, 319

power consumption, 133, 255–256

power saving mode (PSM), 133

Power Usage Effectiveness (PUE), 256

PPB (parts per billion), 306

PPM (parts per million), 306

PQ (Priority Queuing), 353–354

PRC (primary reference clock), 313–314, 317

pre-cellular mobile networks, 2–5

Precision Time Protocol. See PTP (Precision 
Time Protocol)

prefixes, cyclic, 91
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417QoS (quality of service)

Prefix-SID, 217

primary reference clock (PRC), 313–314, 317

primary reference timing clock (PRTC), 
313–314

primary-selected PE, 294

Priority Queuing (PQ), 353–354

Private 5G networks, 133–134

private clouds, 185

private networks, 124–125, 133–134

profiles, PTP (Precision Time Protocol), 
328–330

propagation

propagation delay over fiber, 113

of reference timing signal, 313–314

protocol data unit session (PDU session), 187

provider backbone bridges (PBB), 261–262

provider edge (PE) routers, 109–110, 277, 294

PRTC (primary reference timing clock), 
313–314

pseudowire, 111, 277–279. See also point-to-
point services

backup, 279

PWE3 (Pseudo-Wire Emulation Edge-to-Edge), 
277–279

spoke, 280, 283

static, 278–279

PSM (power saving mode), 133

PSP (Penultimate Segment Pop), 244

PSTN (Public Switched Telephone 
Network), 3

PTP (Precision Time Protocol), 312–313, 
318–330

BMCA (Best Master Clock Algorithm), 
320–323

clocks

performance of, 327–328

types of, 323–325

definition of, 318

deployment, 324–330

deployment profiles, 328–330

operation overview, 319–320

reference points, 325–327

versions compatibility, 319

PTS (Partial Timing Support), 329

public cloud, 177, 185, 374–376

Public Data Network (PDN) interface, 180

Public Land Mobile Network (PLMN), 56

Public Switched Telephone Network 
(PSTN), 3

PUE (Power Usage Effectiveness), 256

puncturing, 140

PVST (Per-VLAN Spanning Tree), 103–104

PWE3 (Pseudo-Wire Emulation Edge-to-
Edge), 277–279

Q
QAM (quadrature amplitude modulation), 90, 

91–92

QCI (QoS class identifier), 87

QER (QoS Enforcement Rule), 193

Q-Fabric, 261–262

QFI (QoS Flow Identifier), 193

Q-in-Q, 261–262, 279

QL (Quality Level), 318

QoE (quality of experience), 87

QoS (quality of service), 87

in 3G network architectures, 22

cloud-native 5G core, 193–194

eNB (Evolved Node), 95

EPS (Evolved Packet System), 77, 85

MPLS (multiprotocol label switching), 212–213

network slicing, 232

QCI (QoS class identifier), 87

QER (QoS Enforcement Rule), 193

QFI ( QoS Flow Identifier), 193

vRAN (Virtual RAN) deployment, 353

5G QoS markers, 354–355
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418 QoS (quality of service)

sample QoS schema, 356

TSN (Time Sensitive Networking), 344, 
353–354

QPSK (Quadrature Phase-Shift Keying), 20

quadrature amplitude modulation (QAM), 90, 
91–92

quadrature components, 169

Quadrature Phase-Shift Keying (QPSK), 20

Quality Level (QL), 318

Quasi-Zenith Satellite System (QZSS), 310

queueing

low latency, 353

priority, 353–354

QZSS (Quasi-Zenith Satellite System), 310

R
RAB (radio access bearer), 85

default bearer, 85

DRB (data radio bearer), 85

E-RAB (E-UTRAN radio access bearer), 85–87

SRB (signaling radio bearer), 85

Radio Access Network Application Protocol 
(RANAP), 69–70

radio access networks. See RANs (radio 
access networks)

radio frequency. See RF (radio frequency)

Radio Link Control (RLC), 67, 163–165, 166

Radio Link Control/Medium Access Control 
(RLC/MAC), 67

Radio Network Controller (RNC), 21, 80

Radio over Ethernet (RoE), 115, 195–197, 337

Radio Resource Control (RRC), 163–165, 167

radio unit (RU), 37, 275

radio waves, 29

radomes, 143–144

rake receivers, 21

Rakuten, 197–198, 373, 374

RAM (random-access memory), 269

(R)AN by 3GPP, 191

RANAP (Radio Access Network Application 
Protocol), 69–70

random-access memory (RAM), 269

RANs (radio access networks), 13, 18, 28–41, 
89–102, 138–179, 212. See also O-RAN 
Alliance

in 1G network architectures, 6–7

in 2G network architectures, 10–11

in 3G network architectures, 18–21

cell sites, 37–41

base station terminology, 39

connectivity models, 44–51

definition of, 37–38

ownership of, 39

RRH (remote radio head), 37–38

types of, 39–41

Cloud RAN, 101, 156–157

C-RAN (Centralized-RAN), 41, 100–101, 127, 
156–157

CU (centralized unit), 275

data centers. See DCs (data centers)

decomposition, 100–101, 127–128, 156, 
163–169

definition of, 28

D-RAN (Distributed-RAN), 100–101

E-UTRAN (Evolved UTRAN), 78, 89–100

eNB (Evolved Node), 80–81, 94–95

E-RAB (E-UTRAN radio access bearer), 
85–87

ICIC (inter-cell interference coordination), 
94, 95–97

ISI (inter-symbol interference), 90–93

MIMO (multiple-input multiple-output), 37, 
97–98

OFDMA (Orthogonal Frequency-Division 
Multiple Access), 90–94

Wi-Fi offload, 98–100

functional splits, 163–169
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419Reliance Jio

5G protocols stack overview, 163

cloud and orchestration, 176–177

CPRI traffic, 169–170

definition of, 163

eCPRI, 170–172, 174–175

impact on fronthaul network design, 341

NAS (Non-Access Stratum), 164–165

RIC (RAN Intelligent Controller), 
175–176

single versus dual split architecture, 
165–167

split options, 165–167, 168–169, 178–179

gNodeB (gNB), 161–162

importance of, 138

NR (New Radio), 139–155

active versus passive antennas, 142–143

beamforming, 143–147, 339

carrier aggregation, 140–142

channel widths, 140–142

definition of, 139

DSS (dynamic spectrum sharing), 154–155

frames and slots, 139–140

mMIMO (massive MIMO), 98, 148–150, 
339

multi-radio connectivity, 150–153

NOMA (Non-Orthogonal Multiple Access), 
142

OFDMA subcarriers, 139–140

TPs (transmission points), 151–153

Vehicle-to-Everything communication, 155

overview of, 335

RF (radio frequency)

cell splitting and sectoring, 35–36

choosing, 30–31

frequency band, 31

frequency ranges and capacity, 31–33

interference, 29

operating band numbers, 34–35

RF chain, 145

RF duplexing mechanisms, 33–35

spatial diversity, 37

spectrum allocation, 29–30

TDD (Time Division Duplex), 33–35

units of, 29

RICs (RAN intelligent controllers), 175–176, 
377

vRAN (Virtual RAN), 156–162

architecture, 158

data center naming conventions, 159–160

functional splits, 163–169

IEEE 1914.1 standards, 161

Rapid PVST, 103–104

Rapid Ring Protection Protocol (RRPP), 104

Rapid Spanning Tree (RST), 103–104

rApps, 176

rate options, CPRI, 169–170

RD (Route Distinguisher), 284–287

real-time and immersive experiences, 
emerging trends and expectations for, 
122–123

real-time functions, 158, 165

Real-Time Protocol (RTP), 88

reciprocity, channel, 35

RedHat

Ansible Automation Platform, 184–185

OpenShift, 184–185

redundancy, 238–239

reference clocks, 310

reference points, 325–327

reference timing signal, acquisition of,
313–314

regional data centers, 159

registration

circuit switched core, 59–61

cloud-native 5G core, 192–193

Reliance Jio, 44
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420 Remote LFA

Remote LFA, 238–239

remote MAC learning, 289–290

remote radio head (RRH), 37–38

remote radio unit (RRU), 37–38, 303–304

REP (Resilient Ethernet Protocol), 104

Representational State Transfer API 
(REST-API), 192

residence time, 324

Resilient Ethernet Protocol (REP), 104

resource blocks, 141

resource optimization, 267–271

benefits of, 268

techniques for, 268–271

resource pools, 176–177

Resource Reservation Protocol (RSVP), 213, 
223

REST-API (Representational State Transfer 
API), 192

reverse link, 31

RF (radio frequency)

cell splitting and sectoring, 35–36

choosing, 30–31

FDD (Frequency Division Duplex), 33–35

frequency band, 31

frequency ranges and capacity, 31–33

interference, 29

operating band numbers, 34–35

RF chain, 145

RF duplexing mechanisms, 33

spatial diversity, 37

spectrum allocation, 29–30

TDD (Time Division Duplex), 33–35

units of, 29

RFCs (requests for comments)

RFC 2328, 364

RFC 2547, 284

RFC 3107, 105–106, 213–214

RFC 3985, 111

RFC 4448, 110

RFC 4761, 278, 282

RFC 4762, 282

RFC 4906, 110, 278

RFC 5838, 363

RFC 6326, 261–262

RFC 6624, 278

RFC 7348, 264–265

RFC 7432, 288, 293–294

RFC 7471, 236

RFC 8214, 294

RFC 8365, 264–265, 297

RFC 8570, 236

RFC 8604, 369

RFC 8665, 219

RFC 8666, 219

RFC 8667, 219

RFC 8669, 222

RH (Routing-Header), 243

RIB (Routing Information Base), 223

RICs (RAN intelligent controllers), 175–176, 
377

ring-based xHaul networks, 347–349

RLC (Radio Link Control), 67, 163–165, 166

RLC/MAC (Radio Link Control/Medium 
Access Contro), 67, 166

rLFA (Remote LFA), 239

RNC (Radio Network Controller), 21, 80

Robin.io, 373

RoE (Radio over Ethernet), 115, 195–197, 337

rooted multipoint services, 50

Route Distinguisher (RD), 284–287

route engines, 356

route processors, 356

route targets (RTs), 286, 289–290

route types, EVPN (Ethernet VPN), 289–293
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421SDN (software-defined networking)

Ethernet Auto-Discovery (A-D) Route, 
290–291

Ethernet segment route, 291–292

Inclusive Multicast Ethernet Tag route,
292–293

IP Prefix Advertisement route, 293

MAC/IP Advertisement Route, 289–290

Router Capability TLV, 220

Router Information Opaque LSA, 222

routers

CSRs (cell site routers), 279

PE (provider edge), 109–110, 277, 294

routing design simplification, 361–370

importance of, 361

IPv6 support, 363–365

multidomain IGP (Interior Gateway Protocol), 
362

segment routing, 365–366

Routing Information Base (RIB), 223

routing tables

default, 284

global, 284

Routing-Header (RH), 243

RRC (Radio Resource Control), 163–165, 167

RRC-PDCP Layer Split, 167

RRH (remote radio head), 37–38

RRPP (Rapid Ring Protection Protocol), 104

RRU (remote radio unit), 37–38, 303–304

RST (Rapid Spanning Tree), 103–104

RSVP (Resource Reservation Protocol), 213, 
223

RTP (Real-Time Protocol), 88

RTs (route targets), 286, 289–290

RU (radio unit), 37, 275

Rubidium atomic clocks, 310

Russia, GLONASS (Global Navigation 
Satellite System), 310

Rx interface, 89

S
S1 interface, 81

S1 Tunnel, 81

S1-MME interface, 81

S1-U interface, 81

S5 interface, 81

S8 interface, 81, 82

S10 interface, 81

S11 interface, 81

SA (Services and Systems Aspects), 18

SAE (System Architecture Evolution), 77, 78

SAE Temporary Mobile Subscriber Identity. 
See S-TMSI (SAE Temporary Mobile 
Subscriber Identity)

SAE-GW (SAE-Gateway), 82

satellite connectivity, 51, 346

SBA (Service-Based Architecture), 186

scale, planning for, 360

SC-FDMA (Single-Carrier Frequency-Division 
Multiple Access), 93

SCP (Service Communication Proxy), 190

scrambling codes, 20

SCTP (Stream Control Transmission 
Protocol), 370

SDAP (Service Data Adaptation Protocol), 
163–165

SDF (Service Data Flow), 193

SDN (software-defined networking), 228–232

application integration, 231–232

BGP (Border Gateway Protocol), 71, 105–106, 
213, 222, 231, 263, 278

BGP EPE (BGP Egress Peering 
Engineering), 217–218

BGP NLRI (BGP Network Layer 
Reachability Information), 231

BGP PeerAdj-SID, 218

BGP PeerNode-SID, 218

BGP PeerSet-SID, 218

BGP Prefix-SID, 217, 222
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422 SDN (software-defined networking)

BGP-LS (BGP Link State), 231

BGP-LU (BGP Labeled Unicast), 105–106, 
230–231, 263, 360

building blocks of, 229–231

definition of, 228–229

goals of, 337

hybrid, 229

PCE (path computation element), 230

PCEP (Path Computation Element 
Communication Protocol), 231

SDN controllers, 229–230

SD-WAN (software-defined wide area 
network), 125

Seamless MPLS (multiprotocol label 
switching), 213–214, 360, 365

secondary nodes (SNs), 153

sectoring, cell, 35–36

sectors, 36

Secure Edge Protection Proxy (SEPP), 190

segment IDs (SIDs), 216–218, 365, 368–370

Segment Routing. See SR (Segment Routing)

Segment Routing Global Block (SRGB), 
219–220, 368–370

Segment Routing Header (SRH), 243

Segment Routing Local Block (SRLB), 220

Segment Routing Mapped to IPv6 (SRm6), 
244

Segment Routing Traffic Engineering (SR-TE), 
224–225, 286, 365–366

segments

definition of, 214–216

segment information, defining and distributing, 
219–222

SIDs (segment IDs), 216–218

self-contained slots, 139

SEPP (Secure Edge Protection Proxy), 190

Service Communication Proxy (SCP), 190

Service Data Adaptation Protocol (SDAP), 
163–165

Service Data Flow (SDF), 193

Service label, 277

service level agreements (SLAs), 374

Service Management and Orchestration 
Framework (SMO), 176–177

service offerings, 5G, 131–134

EMBB (Enhanced Mobile Broadband),
131–132

mMTC (Massive Machine-Type 
Communications), 133

private mobility, 133–134

URLLC (Ultra-Reliable Low-Latency 
Communications), 132–133

service producers, 186

service provider VLAN (S-VLAN), 261–262, 
279

service providers, 186

service registries, 186

Service-Based Architecture (SBA), 186

service-based representation, 191–192

Service-Oriented Architecture (SOA), 186

Services and Systems Aspects (SA), 18

Services Management and Orchestration 
(SMO) framework, 176

Serving Gateway (SGW), 81, 125

Serving GPRS Support Node (SGSN), 17, 
63–64, 80

Session Initiation Protocol (SIP), 88

Session Management Function (SMF), 189

Seven of Nine, 184

SFD (Start of Frame Delimiter), 303

SGi interface, 82

SGSN (Serving GPRS Support Node), 17, 
63–64, 80

SGW (Serving Gateway), 81, 125

sharing

DSS (dynamic spectrum sharing), 154–155

shared resources, 233–234

Short Message Service Function (SMSF), 
190–191
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Short Message Service (SMS), 14

Shortest Path First (SPF), 220

sidelinks, 155

SID-lists, 224–225

SIDs (segment IDs), 365, 368–370

Signal to Interference and Noise Ratio 
(SINR), 92

signaling radio bearer (SRB), 85

Signaling System 7 (SS7), 22–24

signaling transport, 23

SIGTRAN, 23, 54, 69–70

SIM (subscriber identity module) cards, 
11, 55

Simple Network Management Protocol 
(SNMP), 379

Simultaneous Multi-Threading (SMT), 270

single versus dual split architecture, 165–167

Single-Active multihoming, 291

Single-Active redundancy, 294

Single-Carrier Frequency-Division Multiple 
Access (SC-FDMA), 93

single-user MIMO (SU-MIMO), 98

SINR (Signal to Interference and Noise 
Ratio), 92

SIP (Session Initiation Protocol), 88

SLAs (service level agreements), 374

slave ports, 319

slice managers, 233

slicing, network. See network slicing

slots, 5G NR, 139–140

small cells, 39–43

SMARTER (Study on New Services and 
Markets Technology Enablers), 131

smartphones, 120

SMF (Session Management Function), 189

SMO (Services Management and 
Orchestration) framework, 176–177

SMS (Short Message Service), 14

SMSF (Short Message Service Function), 
190–191

SNDCP (SubNetwork Dependent 
Convergence Protocol), 67

SNMP (Simple Network Management 
Protocol), 379

SNs (secondary nodes), 153

SOA (Service-Oriented Architecture), 186

Soft Frequency Reuse, 96

soft handover, 21

soft network slicing, 234

software-defined networking. See SDN 
(software-defined networking)

software-defined wide area network 
(SD-WAN), 125

sounding signals, 147

source-eNB, 94–95

Spanning Tree Protocol (STP), 103–104

spatial diversity, 37

spatial multiplexing, 97–98

spectrum

5G technology enablers for, 127

RF (radio frequency), 29–30

SPF (Shortest Path First), 220

spine (network), 253

S-plane, 170, 370

Spline architecture, 261–262

split bearer, 153

split horizon, 281, 283

splits (RAN), 163–169

5G protocols stack overview, 163

cloud and orchestration, 176–177

CPRI traffic, 169–170

definition of, 163

eCPRI

open versus vendor-specific, 174–175

specifications, 170–172

impact on fronthaul network design, 341
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NAS (Non-Access Stratum), 164–165

RIC (RAN Intelligent Controller), 175–176

single versus dual split architecture, 165–167

split options, 165–167, 168–169

splitting, cell, 35–36

spoke pseudowires, 111, 280, 283

spreading codes, 18–20

SR (Segment Routing), 200, 212, 278–279, 
297, 365–366

advantages of, 214

algorithms, 220, 234

Flex-Algo (Flexible Algorithm), 235–238

goals of, 337

high availability, 238–239

network slicing, 128–129, 186, 232–234, 378

hard, 234

NSACF (Network Slice Admission Control 
Function), 190

NSIs (network slice instances), 
232–233, 378

NSSAAF ( Network Slice Specific 
Authentication and Authorization 
Function), 190

NSSF (Network Slice Selection Function), 
190

NSSIs (network slice subnet instances), 
232–233, 378

NSTs (Network Slicing Templates), 378

number of network slices, 234

options for, 233–234

QoS (quality of service), 232

slice managers, 233

soft, 234

subnetwork slices, 232–233

toolkit, 232

policies, 217

redunancy, 238–239

SDN (software-defined networking), 228–232

application integration, 231–232

BGP (Border Gateway Protocol), 105–106, 
213, 217–218, 222, 230–231, 263, 278, 
360

BGP-LS (BGP Link State), 230–231

building blocks of, 229–231

definition of, 228–229

goals of, 337

hybrid, 229

hybrid SDN, 229

PCE (path computation element), 230

PCEP (Path Computation Element 
Communication Protocol), 231

SDN controllers, 229–230

segments

definition of, 214–216

segment information, defining and 
distributing, 219–222

SIDs (segment IDs), 216–218

SRGB (Segment Routing Global Block),
219–220, 368–370

SRH (Segment Routing Header), 243

SRLB (Segment Routing Local Block), 220

SRm6 (Segment Routing Mapped to IPv6), 244

SR-MPLS, 216

SR-TE (Segment Routing Traffic Engineering), 
217, 222–228, 286, 365–366

navigation maps, 224

packet forwarding, 224–225

SID-lists, 224

SR policies, 225–226

traffic-steering mechanisms, 226–228

waypoints, 224

SRv6 (Segment Routing for IPv6), 200, 216, 
242–247

IPv6 adoption and challenges, 242

IPv6 extension headers, 243–244

micro-segment (uSID), 244

segment information as IPv6 addresses, 
242–243
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segment instructions (behaviors) in,
244–246

service implementation, 246–247

TI-LFA (Topology-Independent Loop-Free 
Alternate) mechanism, 239–240

BFD (Bidirectional Forwarding Detection), 
240–241

definition of, 239–240

ECMP paths, 240–241

example of, 239–240

loop-avoidance mechanism, 241–242

SRB (signaling radio bearer), 85

SS7 (Signaling System 7), 23

Start of Frame Delimiter (SFD), 303

static pseudowire, 278–279

steering, automated, 227

S-TMSI (SAE Temporary Mobile Subscriber 
Identity), 85

STP (Spanning Tree Protocol), 103–104, 261

Stream Control Transmission Protocol 
(SCTP), 370

stretch, Layer 2, 263

Strict SPF algorithm, 220

structure-agnostic line-code-aware mode 
(RoE), 196

structure-agnostic tunneling mode (RoE), 196

structure-aware mode (RoE), 196

Study on New Services and Markets 
Technology Enablers (SMARTER), 131

subcarriers, OFDMA, 90–94, 139–140

allocation to different subscribers, 93

carrier aggregation, 93–94

SubNetwork Dependent Convergence 
Protocol (SNDCP), 67

subnetwork slices, 232–233

Subscriber Concealed Identifier (SUCI), 
192–193

subscriber identity module (SIM) 
cards, 11, 55

SUCI (Subscriber Concealed Identifier), 
192–193

SU-MIMO (multi-user MIMO), 98

super-spine nodes, 253

SUPI (Subscriber Permanent Identifier), 192

S-VLAN (service provider VLAN), 261–262, 
279

switching devices, stages of, 253

symmetry, path, 323

Sync PTP messages, 319–323

SyncE (Synchronous Ethernet), 312–313, 
316–318

synchronization. See also timing

clock types, 308–310

device support for, 357–358

frequency, 304–306

importance in 5G, 306–308

need for, 302–304

phase, 304–306, 307, 311–313

sources of, 308–310

SyncE (Synchronous Ethernet), 316–318

ToD (time of day), 304–306

types of, 304–306

Synchronization Architecture and Solution 
Specification, 325

synchronization plane (S-Plane), 298, 300

Synchronous Ethernet (SyncE), 312–313, 
316–318

syslog messages, 330

System Architecture Evolution (SAE), 77, 78

T
TAC (Tracking Area Code), 85

TACS (Total Access Communication 
System), 6

TAI (Tracking Area Identifier), 85

Tail-F, 267

Tanzu, 184–185
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Targeted LDP (T-LDP), 278

target-eNB, 94–95

T-BC (Telecom Boundary Clock), 325

TC (transparent clock), 324

TCH (traffic channel), 15

TCO (total cost of ownership), 338

TCXO (temperature-compensated crystal 
oscillators), 307, 309

TDD (Time Division Duplex), 33–35

TDM (Time Division Multiplexing), 302–303

TDMA (Time Division Multiple Access), 18

TE (traffic engineering), 104–105. See also
VPNs (virtual private networks)

current approach to, 222–224

MPLS-TE, 223

SR-TE (Segment Routing Traffic Engineering), 
217, 222–228, 286, 365–366

navigation maps, 224

packet forwarding, 224–225

SID-lists, 224

SR policies, 225–226

traffic-steering mechanisms, 226–228

waypoints, 224

TED (traffic engineering database), 230

Technical Specification Groups (TSGs), 18

technology enablers, 5G, 126–130

automation, 129

IMT-2020 specification, 126

network slicing. See network slicing

NGMN (Next Generation Mobile Network), 
127

RAN and mobile core decomposition, 127–128

spectrum and advanced antenna features, 127

TED (traffic engineering database), 230

TEID (Tunnel Endpoint ID), 68

telco DCs (data centers), 159, 257

Telecom Boundary Clock (T-BC), 325

Telecom Grandmaster (T-GM), 325, 329

Telecom Infra Project (TIP), 127, 173

Telecom Timing Slave Clock (T-TSC), 325

Telecom Transparent Clock (T-TC), 325

Telefonica, 173

temperature-compensated crystal oscillator 
(TCXO), 307, 309

Temporary Mobile Subscriber Identity 
(TMSI), 56

text, cells with, 5

T-GM (Telecom Grandmasters), 329

three-dimensional beamforming, 145

TIA (Telecommunications Industry 
Association), 251

TID (Tunnel Identifier), 68

TI-LFA (Topology-Independent Loop-Free 
Alternate) mechanism, 239–240, 365

BFD (Bidirectional Forwarding Detection), 
240–241

definition of, 239–240

ECMP paths, 240–241

example of, 239–240

loop-avoidance mechanism, 241–242

Time Division Duplex (TDD), 33–35

Time Division Multiple Access (TDMA), 11, 18

Time Division Multiplexing (TDM), 302–303

time error budget, 305

time errors, 305

Time Sensitive Networking (TSN), 344,
353–354

timer transfer, 310

timing. See also synchronization

acquisition of, 313–314

clock types, 308–310

device support for, 357–358

GNSS antenna installation, 314–315

implementation in mobile networks, 311–313

need for, 302–304

NTP (Network Time Protocol), 330–331

propagation of, 313–314
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PTP (Precision Time Protocol), 318–330

BMCA (Best Master Clock Algorithm), 
320–323

clock types, 323–325

definition of, 318

deployment, 324–330

deployment profiles, 328–330

operation overview, 319–320

reference points, 325–327

versions compatibility, 319

TDM (Time Division Multiplexing), 302–303

time error budget, 305

time errors, 305

time of day (ToD), 304

TIP (Telecom Infra Project), 127, 173

T-LDP (Targeted LDP), 278

TLV (type-length-value), 219

T-Mobile

5G Extended Range, 130

5G Ultra Capacity, 130

TMSI (Temporary Mobile Subscriber 
Identity), 56

TNGF (Trusted Non-3GPP Gateway 
Function), 191

toolkits, network slicing, 232

top of rack (ToR) devices, 254

Topology-Independent Loop-Free Alternate 
mechanism. See TI-LFA (Topology-
Independent Loop-Free Alternate) 
mechanism

ToR (top of rack) devices, 254

Total Access Communication System 
(TACS), 6

total cost of ownership (TCO), 338

total uplink bandwidth, 340

TPs (transmission points), 151–153

Tracking Area Code (TAC), 85

Tracking Area Identifier (TAI), 85

traffic channel (TCH), 15

traffic engineering. See TE (traffic 
engineering)

traffic flows, in DCs (data centers), 264–265

traffic-steering mechanisms, 226–228

transient loops, 241

transparent clock (TC), 324, 325

Transparent Interconnection of Lots of Links 
(TRILL), 262

transport, 195–202. See also MBH (mobile 
backhaul networks); VPNs (virtual private 
networks)

in 1G network architectures, 8

in 2G network architectures, 12–13

in 3G network architectures, 21–22

definition of, 28, 274–275

network design and implementation, 370–372

interface types, 370

MTU (Maximum Transmission Unit) 
recommendation, 371–372

physical topology, 347–350

SCTP (Stream Control Transmission 
Protocol), 370

transport technology choices, 345–346

overview of, 335

services across MCN, 297–298

transport labels, 109, 277

VXLAN (Virtual Extensible LAN), 295–297

xHaul, 111–116, 195–202. See also fronthaul 
networks

colored optics, 114–115

definition of, 101, 159

distributed peering across, 202

FHGW (Fronthaul Gateway), 197–198

gray optics, 114–115

incorporating data centers into, 201–202

midhaul, 159–160

network design and implementation,
346–350

networks and their characteristics, 159–160
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optical fiber-based transport, 199–200

packetized fronthaul, 115–116

physical topology, 347–350

propagation delay over fiber, 113

RoE (Radio over Ethernet), 195–197

transport network, 195–202

transport services, 298

transport technology choices, 345–346

WDM fronthaul, 113–114

wireless xHaul, 200–201

xHaul Packet Switched Architecture and 
Solution Specification, 177, 202, 234

trends. See emerging trends

TRILL (Transparent Interconnection of Lots 
of Links), 261–262

Trusted Non-3GPP Gateway Function (TNGF), 
191

Trusted WLAN Access Gateway (TWAG), 99

Trusted WLAN Interworking Function (TWI), 
191

TSGs (Technical Specification Groups), 18

TSMA (Time Division Multiple Access), 11

TSN (Time Sensitive Networking), 344, 
353–354

T-TC (Telecom Transparent Clock), 325

T-TSC (Telecom Timing Slave Clock), 325

tunable optics, 114–115

Tunnel Endpoint ID (TEID), 68

Tunnel Identifier (TID), 68

tunneling, GTP (GPRS Tunneling Protocol), 
67–69

TWAG (Trusted WLAN Access Gateway), 99

TWAMP (Two-Way Active Measurement 
Protocol), 236

TWI (Trusted WLAN Interworking Function), 
191

Type 10 Opaque LSAs, 222

type-length-value (TLV), 219

U
UCMP (UE radio Capability Management 

Function), 189

UDM (Unified Data Management), 189

UDR (Unified Data Repository), 189

UDSF (Unstructured Data Storage Function), 
189

UE (user equipment), 188–189

UE radio Capability Management Function 
(UCMF), 189

UICC (Universal Integrated Circuit Card), 85

Ultra-Reliable Low-Latency Communications 
(URLLC), 132–133, 258

UMTS (Universal Mobile Telecommunications 
System), 17–18

UMTS Terrestrial Radio Access Network 
(UTRAN), 18

Unified Data Management (UDM), 189

Unified Data Repository (UDR), 189

Unified MPLS, 106

United Kingdom, 5G Rural First initiative 
in, 123

universal connectivity, emerging trends and 
expectations for, 123–124

Universal Integrated Circuit Card. See UICC 
(Universal Integrated Circuit Card)

Universal Mobile Telecommunications 
System (UMTS), 17–18

Universal Subscriber Identity Module (USIM), 
84–85

Unstructured Data Storage Function (UDSF), 
189

UPF (User Plane Function), 187–188, 259, 
275, 352

U-Plane (user plane), 127–128, 335

upstream frequency, 31

URLLC (Ultra-Reliable Low-Latency 
Communications), 132–133, 258

URR (Usage Reporting Rule), 193

user equipment (UE), 188–189

Z02_Hassan_Index_p388-000.indd   428 13/04/22   12:50 AM



429Vodafone

User Plane Function (UPF), 187–188, 259, 275, 
352

user plane (U-Plane), 127–128, 181, 298, 335

user registration, 59–61

uSID (SRv6 micro-segment), 244

USIM (Universal Subscriber Identity Module), 
84–85

UTC (Coordinated Universal Time), 309

UTRAN (UMTS Terrestrial Radio Access 
Network), 18

V
V2I (Vehicle-to-Infrastructure), 155

V2N (Vehicle-to-Network), 155

V2P (Vehicle-to-Pedestrian), 155

V2V (Vehicle-to-Vehicle), 155

vBBU (virtual BBU), 156

VC (virtual circuit), 277–279

VCS (Virtual Cluster Switching), 261–262

vCU (virtualized CU), 157

vDU (virtualized DU), 157

Vehicle-to-Everything communication, 155

Vehicle-to-Infrastructure (V2I), 155

Vehicle-to-Network (V2N), 155

Vehicle-to-Pedestrian (V2P), 155

Vehicle-to-Vehicle (V2V), 155

vendor-specific eCPRI, 174–175

vEPC (virtual EPC), 179

Verizon, 173

5G Nationwide, 130

5G Ultra Wideband, 130

VFI (Virtual Forwarding Interface), 282

video-streaming services, 121

virtual BBU (vBBU), 156

virtual circuit (VC), 277–279

Virtual Cluster Switching (VCS), 261–262

virtual EPC (vEPC), 179

Virtual Extensible LAN. See VXLAN (Virtual 
Extensible LAN)

Virtual Extensible LAN (VXLAN), 263, 264–265, 
296

Virtual Forwarding Interface (VFI), 282

virtual hub-and-spoke topology, 280

Virtual Leased Line (VLL), 277

virtual network (VNET), 376

virtual private cloud (VPC), 376

Virtual Private LAN Services (VPLS), 111, 
282–284

virtual private networks. See VPNs (virtual 
private networks)

virtual private wire service (VPWS), 277, 
293–294

Virtual RAN. See vRAN (Virtual RAN)

virtual reality (VR), 132

Virtual Routing and Forwarding (VRF), 284

Virtual Topology System (VTS), 296

virtual tunnel endpoint (VTEP), 264–265

virtualized CU (vCU), 157

virtualized DU (vDU), 157

Visited Location Register (VLR), 57–58

Visited MSC (V-MSC), 13, 54

Visitor Location Register (VLR), 5, 8, 
57–58, 84

VLANs

C-VLAN (customer VLAN), 261–262

S-VLAN (service provider VLAN), 
261–262, 279

VLL (Virtual Leased Line), 277

VLR (Visitor Location Register), 8, 57–58, 84

VMs (virtual machines), 295

V-MSC (Visited MSC), 13, 54

VMware Tanzu, 184–185

VNET (virtual network), 376

VNI (VXLAN network identifier), 295

Vodafone, 173
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voice over EPS, 88–89

Voice over IP (VoIP), 79, 265

Voice over LTE (VoLTE), 88

Voice over Wi-Fi (VoWiFi), 99

VPC (virtual private cloud), 376

VPLS (Virtual Private LAN Services), 111, 
282–284

VPNs (virtual private networks), 103, 104–105, 
263, 277. See also VRF (Virtual Routing and 
Forwarding)

definition of, 275–276

EVPN (Ethernet VPN), 263–265, 275–276, 
287–294

description of, 288–289

route types, 289–293

VPWS (virtual private wire service), 
293–294

L2VPNs (Layer 2 VPNs), 276–284

definition of, 275–276

modern L2VPN, 275–276

multipoint L2VPN services, 280–284

point-to-point L2VPN services, 277–279

in pre-4G mobile networks, 276

L3VPNs (Layer 3 VPNs), 284–287

network slicing compared to, 128

VPN-IPv4 routes, 284–287

VPNv4 routes, 284–287

VPWS (virtual private wire service), 277, 
293–294

VR (virtual reality), 132

vRAN (Virtual RAN), 156–157

architecture, 158

data center naming conventions, 158

deployment, 350–355

common deployment scenarios, 350–352

peering, 352–353

QoS (quality of service), 353–355

functional splits, 163–169

5G protocols stack overview, 163

cloud and orchestration, 176–177

CPRI traffic, 169–170

definition of, 163

eCPRI, 170–172, 174–175

NAS (Non-Access Stratum), 164–165

RIC (RAN Intelligent Controller), 175–176

single versus dual split architecture, 
167–168

split options, 165–167, 168–169, 178–179

virtualization, 176–177

IEEE 1914.1 standards, 161

VRF (Virtual Routing and Forwarding), 284

VTEPs (VXLAN tunnel endpoints), 264–265, 
296

VTS (Virtual Topology System), 296

VXLAN (Virtual Extensible LAN), 263, 264–265, 
295–297

VNI (VXLAN network identifier), 295

VTEPs (VXLAN tunnel endpoints), 296

W
W-AGF (Wireline Access Gateway Function), 

191

Wavelength Division Multiplexing (WDM), 
113–114, 337–339, 346

waypoints, 222–228, 238

WCDMA (Wideband Code Division Multiple 
Access), 18–20

WDM (Wavelength Division Multiplexing), 
113–114, 337–339, 346

WGs (Working Groups), 18

Wideband Code Division Multiple Access 
(WCDMA), 18–20

Wi-Fi offload, 98–100

wireless LAN. See WLAN (wireless LAN)

wireless xHaul, 200–201

Wireline Access Gateway Function (W-AGF), 
191

WLAN (wireless LAN), 98–99
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Working Groups (WGs), 18

WTWI (Trusted WLAN Interworking Function), 
191

X
xApps, 176

xHaul, 111–116, 195–202. See also fronthaul 
networks

colored optics, 114–115

definition of, 101, 159

distributed peering across, 202

FHGW (Fronthaul Gateway), 197–198

gray optics, 114–115

incorporating data centers into, 201–202

midhaul

definition of, 159

network characteristics, 159–160

network design and implementation

physical topology, 347–350

transport technology choices, 345–346

networks and their characteristics, 159–160

optical fiber-based transport, 199–200

packetized fronthaul, 115–116

physical topology, 347–350

propagation delay over fiber, 113

RoE (Radio over Ethernet), 195–197

transport services, 298

WDM fronthaul, 113–114

wireless, 200–201

xHaul Packet Switched Architecture and 
Solution Specification, 177, 202, 234

XML (eXtensible Markup Language), 378

xPipe, 277

Y-Z
YANG, 378

ZTD (zero-touch deployment), 377

Z02_Hassan_Index_p388-000.indd   431 13/04/22   12:50 AM


	Cover
	Title Page
	Copyright Page
	Contents at a Glance
	Contents
	Introduction
	Chapter 8: Essential Technologies for 5G-Ready Networks: Transport Services
	What’s a 5G Transport Service?
	VPN Services
	Traditional Layer 2 VPN Services
	Layer 3 VPN Services
	Ethernet VPN (EVPN)
	VXLAN

	Transport Services Across MCN
	Summary
	References

	Index
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X
	Y
	Z




