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Foreword

"Most systems people use the term real-time rather loosely," the young man-
ager said. We were seated over dinner with three members of her staff and
some other managers who took part in the day's seminar. "They say they've
got a real-time constraint when they're worried about impatient insurance bro-
kers or bankers sitting in front of their terminals. A real-time system, in their
minds, is just one that needs to be 'quick as a bunny.' If they fail to meet
that constraint, their users might be inconvenienced or even annoyed. When
we use the term, it means something rather different."

Her co-workers began to smile, knowing what was coming. "We build
systems that reside in a small telemetry computer, equipped with all kinds of
sensors to measure electromagnetic fields and changes in temperature, sound,
and physical disturbance. We analyze these signals and transmit the results
back to a remote computer over a wide-band channel. Our computer is at one
end of a one-meter long bar and at the other end is a nuclear device. We drop
them together down a big hole in the ground and when the device detonates,
our computer collects data on the leading edge of the blast. The firs: two-and-
a-quarter milliseconds after detonation are the most interesting. Of course,
long before millisecond three, things have gone down hill badly for our little
computer. We think of that as a real-time constraint."

J had been lecturing that day on the use of data flow modeling techniques
for system specification. There had been the odd question about the use of
such techniques for real-time systems, and my (typically glib) answer was that
the techniques were applicable, though perhaps not totally sufficient. After all.
my own earliest work with data flow modeling had been at Bell Labs and at La
CEGOS Informatique. in both cases working on real-time systems. Or were
those real-time systems? Maybe they were really just systems that needed to
be 'quick as a bunny'? The young manager's graphic example had left me in
some doubt.

It has always been clear that something more than the basic tools of struc-
tured analysis are needed to specify timing and synchronization requirements.

xxiii



xxiv FOREWORD

In the simplest case, that "something" could be as trivial as a set of textual
annotations, perhaps directly on the data flow diagrams. But for even slightly
more complicated cases, there is the possibility of linked timing and ordering
constraints that may involve a dozen or more system components. There has
been a need for a systematic way to deal with such constraints.

Over the last few years, I began to hear favorable reports of some real-
time modeling techniques called the Hatley/Pirbhai Extensions. This multi-
perspective approach combined data flow decomposition with model compo-
nents constructed in control- and information-space. The result appealed to
me as a specification technique that was not only applicable, but for most
cases sufficient for real-time systems. I contacted the developers and started
to try out their extensions.

The act of writing a Foreword is a kind of endorsement. It says, if nothing
else, "Read this book, it couldn't hurt." In this case, I can be considerably
more positive than that. I can tell you that I learned valuable new techniques
from Hatley and Pirbhai, and that I apply them regularly on real-world real-
time applications.

October 1987 Tom DeMarco
Camden, Maine The Atlantic Systems Guild



Preface

This book describes two methods for specifying, respectively, the requirements
for and the design structure of software-based systems. Although the methods
grew up around real-time embedded systems, systems of all types and sizes
have benefited from them, largely because of their flexibility and adaptability.
The methods can be viewed as an integrated toolkit from which all the tools
are compatible, but only those that are useful for the particular job need be
used.

The subject of this book is neither computer science nor software. Although
the vast majority of the systems to which the methods are applied will in
fact be implemented using software in digital computers, the methods do not
address how to write that software or how to design that hardware. What
the methods do address is how to specify the problems that the hardware and
software must solve.

Organization and audience of the book

The book is intended for a wide range of readers. We assume that you are
involved, or at least interested, in software-based systems, but that your needs
may range from just a general understanding to an in-depth working knowl-
edge. We have tried to organize the book to make it easy for you to select
those parts that are of specific interest to you and to avoid those that are not.

The figure on the following page shows the layout of the book. Part I
provides an overview from which everyone will benefit. Parts II and IV describe
what the methods are, and if you only need to understand the specifications
resulting from their use, then these two parts are enough for you to read. If
you need to prepare specifications, then you will also need to read Parts III
and V, which describe how to use the methods. Part VI contains examples
of the application of the methods, and we conclude the book with appendices
and a brief bibliography.

Decide what your area of interest is—requirements analysis, design, or
both—and what depth of understanding you need—general familiarity, use

xxv
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A Map of the Book

of the completed specifications, or building the specifications—and it will be
clear from the figure which parts of the book you should read.

Derek J. Hatley
Wyoming, Michigan

Imtiaz A. Pirbhai
Seattle, Washington
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Chapter 3

Overview

Our strategy is to establish what the desired end product is, before describing
how to produce it. Consequently, in Part II, we describe in detail the completed
requirements model, as it would be received by the user, and in Part III, we
describe how to construct the model. The principal tools of the requirements
model are flow diagrams: graphical models of signal flowrs and processes acting
on those flowrs. Flow diagrams consist of data flow diagrams and control flow
diagrams. The former are essentially the same as the DFDs of DeMarco [4];
the latter are similar to DFDs but with some important and unique differences.

The other components of the requirements model are process specifica-
tiolis and the requirements dictionary (which are similar to DeMarco's mini-
specifications and data dictionary), and control specifications (which are unique
to this method).

You might w?onder why we are describing here those parts of the method
that have been described so often, and so well, before. The answer is, first,
that wre want the book to stand alone as a complete description of the whole
method. Second, the earlier descriptions allowed a commendable degree of
flexibility in the ways the method could be used. This has resulted in many
different conventions being adopted in its use. It is therefore important to
explain the particular conventions we have adopted in extending the method.
If you have already been using "basic" structured analysis, you might very
wrell find that some of our conventions are quite different from yours.

Key features of the method are

• It is a purely abstract model of the requirements, not a physical model
of the design. It thus represents what has to be designed, not how to
design it.

35



36 OVERVIEW

• It is diagrammatic, exploiting our ability to absorb visual information
more effectively than textual or verbal information ("a picture is worth
a thousand words").

• It hides unnecessary detail at any given level, and provides for pro-
gressive decomposition from that level down—the information hiding,
abstraction, and decomposition principles put forward by Parnas [13]—
thus allowing presentation of the requirements from a top-level overview
down to the most intricate detail.

• It meets the needs of large, complex systems, including real-time systems,
for representation of a process structure and a control structure. It
does this by integrating DeMarco's structured analysis with finite state
machine theory. Neither of the methods alone can meet these needs.

• It has built-in consistency checks within and between all its components.
This feature of structured analysis has been extended to the whole struc-
ture, taking the guesswork out of the rigor and consistency of the model.

t It is self-indexing, another feature of structured analysis that has been
successfully extended. It is easy to find your way around the resulting
model without referring to page or paragraph numbers (although formal
documentation requirements usually force us to keep these numbers).

The first of these features—the abstract nature of the model—deserves
special emphasis, because it seems to be the one that newcomers to the method
find hardest to grasp. Perhaps the best way to approach it is to understand
the motivation for wanting such a feature, and this is best understood by
reviewing the history of structured methods development.

Although structured methods generally represent their subject matter in a
top-down fashion, the methods themselves have evolved in a bottom-up fash-
ion. As software-based systems grew larger and more complex, the first obvious
problem to be overcome was unmanageable and incomprehensible code. The
need to solve this problem gave rise to structured programming in the form
of constraints on module size, entry and exit points, branching, and so on. It
also gave rise to high order languages, and, more recently, to program design
languages.

Structured programming improved the quality of the code within individ-
ual modules, but still, as systems continued to grow in size and complexity,
the interactions between the modules became as complex as the earlier code
had been. Structured design methods, in which modules are constrained to
communicate with each other in an organized way, were developed to deal
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with this complexity. These methods improved the quality of the software
structure external to the modules, such that if both structured design and
structured programming methods were conscientiously applied, the resulting
system \vould work exactly as the designer intended.

Unfortunately, it still often happens that what the designer intended is not
what the user wanted! The reason for this is that as the technology allows us to
make systems that have ever larger capacity and complexity, the requirements
themselves for such systems become large, complex, and difficult to describe
and understand. Thus, the need was established for a method to represent
the functional requirements of a system in an organized and understandable
way, and in a way that is entirely independent of the eventual design and
implementation of the system. Given such a model, various designs can be
developed and compared without changing the requirements representation.

DeMarco's structured analysis method was designed to meet this need for
data processing systems, and the extended structured analysis method de-
scribed here was designed to meet the need for more general systems.

The model does, unfortunately, have a machine-like appearance; moreover,
we are used to models that are intended to represent the actual design structure
or implementation. As should now be clear, this is not the intent here. Again,
it is a purely abstract model, with highly idealized properties, whereby each
of its processes is independently data triggered and infinitely fast—unlikely
characteristics for a real system. These properties are deliberately chosen for
the very reason that we can ignore the constraints of the physical world, and
concentrate exclusively on the required functionality.

As we build a requirements model, we follow this separation principle by
including those characteristics that are of concern to the users, and deliber-
ately excluding those that are not. The latter are left to the designer, and
the moment we allow them to migrate into the requirements model, then we
are including items that are not requirements; in so doing, we are placing
unnecessary and artificial constraints on the designer.

We will remind you of this property at appropriate places throughout
Parts II and III to emphasize its importance in each aspect of the model.

3.1 The Structure of the Model

Figure 3.1 is a composite chart, which enlarges on the diagram of Figure 2.7,
and illustrates how the major components of the requirements model relate
to each other. We will describe the major roles and relationships of these
components before going into their individual details in the following chapters.
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Figure 3.1. Composite chart of the requirements model.
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At the top of Figure 3.1 are the data context diagram and the control
context diagram. These show, respectively, the data and the control signals
flowing between the system and the external entities with which the system
must communicate. They also show the overall function of the system in the
form of a single process. These diagrams represent the highest-level, or most
abstract, view7 of the requirements, and showT the central role the system is
required to perform within its external environment.

Next (below the context diagrams in Figure 3.1) are two more flow dia-
grams—the level 1 DFD and CFD. They too represent the overall function of
the system in graphical form, but in somewhat more detail than the context
diagrams.

Below the level 1 diagrams are level 2 diagrams. For purposes of illustra-
tion, the figure shows just one DFD and one CFD at level 2, but, in fact, each
of the several subprocesses on the level 1 diagrams may have its own level 2
DFD and CFD, so there will be several diagrams at this level. Just as the
level 1 diagrams represent a more detailed statement of the system's purpose,
so the level 2 diagrams represent more detailed statements of the purposes of
the subprocesses on the level 1 diagram.

Similarly, level 3 diagrams decompose the processes and signal flows on the
level 2 diagrams into more detailed statements, with a further multiplication
of the number of diagrams. This decomposition continues level by level, each
step revealing finer and finer details of the originally stated system's purpose.

The decomposition ends, for any given subprocess on the DFD side, with
a concise statement of the purpose of a process using simple text, equations,
tables, or diagrams. This statement constitutes a process specification, as
illustrated at the bottom of the column of DFDs. A process that is described
by a process specification is called a functional primitive, or just a primitive.

On the CFD side, the decomposition parallels that of the DFDs, but some
of the control signals flow to and from control specifications, shown in the
center column of Figure 3.1. The CSPECs describe the finite state machine
functions of the system, which we will discuss in Chapter 6. Each CSPEC is
associated with a specific CFD—the one adjacent to it in the diagram. It will
usually control processes, but only those in the specific DFD adjacent to it in
the figure. This close association of a DFD, CFD, and CSPEC is an important
part of the structure and self-consistency properties of the requirements model.

The system input-to-output timing requirements are shown in the timing
specification, shown between the context and level 1 diagrams (and detailed
in Chapter 7). These specifications simply list events that are detected at
the system inputs (the system stimuli), the corresponding events that are
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required to occur at the system outputs (the system responses), and the timing
constraints within which the system must generate these responses.

Finally, Figure 3.1 shows the requirements dictionary. Although it is shown
outside the main structure, the RD serves a vital role throughout the model
since it contains precise definitions of all the data and control flows in all their
levels of decomposition.

The remaining chapters of Part II describe each component of the method
in detail, but it is important not to lose track of how they fit into the overall
structure of Figure 3.1 as you study them.

For the purposes of this description, we refer to the DFDs and PSPECs
as the process model, the CFDs and CSPECs as the control modelj and the
two of them with the requirements dictionary and timing specifications as the
requirements model. This is in keeping with the evolution of the methods:
The process model corresponds to the classical structured analysis model; the
control model is the part we added, derived from finite state machine theory;
and the requirements model is the complete, integrated combination of the
two.
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