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Foreword

The author and I have had the good fortune to work in HP’s high 
availability lab for over six years now. In this time, we have spo-
ken with many, many customers who have expressed a need to un-
derstand how to enable their businesses to operate in a world that 
demands ever-increasing levels of uptime. The explosive develop-
ment of the Internet and the resulting emphasis on e-business, e-
commerce, and e-services has made high availability a require-
ment for an ever-growing range of systems.

At the same time, Hewlett-Packard’s cluster software products—
MC/ServiceGuard and ServiceGuard OPS Edition (formerly 
known as MC/LockManager)—have grown in functionality, and 
the range of supported hardware devices—disks, disk arrays, net-
works, and system processing units—has also expanded. In addi-
tion, more HP-UX system administrators are now confronting the 
issues of configuring and monitoring high availability systems.  

Today, it is still HP’s goal to provide a complete range of solutions 
that yield an always-on infrastructure for commercial comput-
ing of the 21st century. Peter Weygant’s book is intended to assist 
readers in developing a greater understanding of the concepts, 
choices, and recommendations for achieving optimal availability 
in their environments.

Wesley Sawyer
Hewlett-Packard Computing Systems Group
Availability Clusters Solutions Laboratory Manager
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Preface

Since the initial publication of this book in 1996, the installed base of 
Hewlett-Packard’s high availability (HA) clusters has grown to more 
than 45,000 licenses sold worldwide. The technology itself has matured, 
incorporating such diverse features as event monitoring, wide area net-
works (WANs), storage area networks (SANs), clusters of up to 16 
nodes, and on-line configuration of most cluster components.  Hundreds 
of thousands of users are employing ServiceGuard clusters for tasks as 
diverse as Internet access, telecommunications billing, manufacturing 
process control, and banking, to mention only a few. 

Hewlett-Packard HA clusters are now or soon will be available on mul-
tiple platforms, including HP-UX, Linux, and Windows. Today, HP’s 
5nines:5minutes HA continuum provides products, integrated solutions, 
and reference architectures that allow users to achieve the highest levels 
of availability—with as little as five minutes of downtime per year. 
These efforts show a continuing, ongoing commitment to developing 
tools and products that approach the vision of 99.999% HA.

The three pillars of Hewlett-Packard’s HA computing are robust tech-
nology, sound computing processes, and proactive customer support. 
This guide describes these three aspects of HA solutions in the world of 
enterprise clusters. It presents basic concepts and terms, then describes 
the use of cluster technology to provide highly available open systems 
solutions for the commercial enterprise. Here is an overview of each 
chapter’s topics: 
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• Chapter 1, “Basic High Availability Concepts,” presents the lan-
guage used to describe highly available systems and components, 
and introduces ways of measuring availability. It also highlights the 
processes needed to keep systems available.

• Chapter 2, “Clustering to Eliminate Single Points of Failure,” shows 
how to identify and eliminate single points of failure by implement-
ing a cluster architecture. 

• Chapter 3, “High Availability Cluster Components,” is an overview 
of HP’s current roster of HA software and hardware offerings. 

• Chapter 4, “Cluster Monitoring and Management,” describes a selec-
tion of tools for monitoring, mapping, and managing HA clusters.

• Chapter 5, “Disaster-Tolerant High Availability Systems,” is an in-
troduction to disaster-tolerant cluster architectures, which extend the 
geographic range of the HA cluster.

• Chapter 6, “Enterprise-Wide High Availability Solutions,” describes 
hardware and software components and processes that provide the 
highest levels of availability for today’s environment of e-business, 
e-commerce, and e-services, including 5nines:5minutes.

• Chapter 7, “Sample High Availability Solutions,” discusses a few 
concrete examples of highly available cluster solutions. 

• Chapter 8, “Glossary of High Availability Terminology,” gives defi-
nitions of important words and phrases used to describe HA and HP’s 
HA products and solutions. 

Additional information is available in the HP publications Managing 
MC/ServiceGuard and Configuring OPS Clusters with MC/LockMan-
ager.   The HP 9000 Servers Configuration Guide and the HP Net Serv-
ers Configuration Guide contain detailed information about supported 
HA configurations. These and other more specialized documents on 
enterprise clusters are available from your HP representative. 
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CHAPTER 3
High Availability Cluster 

Components

The previous chapters described the general requirements
for HA systems and clusters. Now we provide more detail about a
group of specific cluster solutions provided by Hewlett-Packard.
Topics include: 

• Nodes and Cluster Membership

• HA Architectures and Cluster Components 

• Other HA Subsystems 

• Mission-Critical Consulting and Support Services

The solutions described here have been implemented under
HP-UX, and many of them have already been ported to Linux,
with ports to the Microsoft Windows environment expected
shortly.
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Nodes and Cluster Membership

HP’s clustering solutions are all designed to protect against
data corruption while providing redundancy for components and
software. To achieve these goals, the individual nodes in a cluster
must communicate with each other to establish and maintain a
running cluster group. This is accomplished partly through two
important cluster properties:

• Heartbeats

• Cluster quorum

Heartbeats

Heartbeats are the means of communicating among cluster
nodes about the health of the cluster. One node that is designated
as the cluster coordinator sends and receives messages known
as heartbeats from the other nodes in the cluster. If heartbeat mes-
sages are not sent and received by a certain node within a specific
(user-definable) amount of time, the cluster will re-form itself
without the node. 

Heartbeats can be carried on more than one LAN.  Then, if
there is a problem with one LAN, the heartbeat can be carried on
the other LAN. Figure 3.1 shows heartbeat configured for a sim-
ple two-node cluster. 
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When the heartbeat is lost between cluster nodes, the result
is a cluster re-formation, and if one node is unable to communi-
cate with a majority of other nodes, it removes itself from the
cluster by causing itself to fail, as shown in Figure 3.2. This fail-
ure, known as a Transfer of Control (TOC), is initiated by the
cluster software to ensure that only one application is modifying
the same data at any one time.

 

Figure 3.1  
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Figure 3.2  
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Cluster Quorum

Under normal conditions, the cluster software monitors the
health of individual nodes while applications are running on
them.  If there is a node failure, the cluster re-forms in a new con-
figuration without the failed node. If there is a communication
failure between two sets of nodes, then the set with the greater
number of nodes (more than 50%) will be allowed to form a new
cluster.  This greater number is known as the cluster quorum.  If
the two sets of nodes are of equal size, then both will try to re-
form the cluster, but only one can be allowed to succeed.  In this
case, a cluster lock is used.  

Cluster Lock

The cluster lock provides a tie-breaking capability in case a
communication failure leads to a situation where two equal-sized
groups of nodes are both trying to re-form the cluster at the same
time. If they were both to succeed in forming new clusters, there
would be a “split brain” situation in which the two clusters would
access a single set of disks. If this were to happen, data corruption
could occur. “Split brain” is prevented by requiring a group of
nodes to acquire the cluster lock. The successful group re-forms
the cluster; the unsuccessful nodes halt immediately with a TOC.
The cluster lock is sometimes implemented as a lock disk, which
is a part of an LVM volume group that is used to indicate owner-
ship of the cluster. Figure 3.3 shows a lock disk that has been
acquired by one node after a cluster partition.
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Quorum Server

 

An alternative to a cluster lock disk is a 

 

quorum server

 

,
which is a software process running on an independent system
that provides the tie-breaker when two equal-sized sets of nodes
are competing to form a cluster. The quorum server is required in
the Linux implementation, but it is available on HP-UX as well.
Figure 3.4 shows an example of a quorum server. The quorum
server cannot run in the same cluster for which it is providing the
tie-breaker, but it can run as a highly available package in another
cluster. (Packages are described in detail later in this chapter.)

 

Figure 3.3  

 

Cluster Lock Acquired by Node 2

 

Figure 3.4  
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The main point of the cluster quorum rule—whether imple-
mented as a lock disk or as a quorum server—is to prevent data
corruption that might occur if more than one node tried to run the
same application and modfy the same logical volumes. The clus-
ter architectures described throughout the rest of this book have
been carefully designed so as to eliminate SPOFs while also elim-
inating the possibility of data corruption.

HA Architectures and Cluster 
Components 

The cluster shown so far in this book is a generic, loosely
coupled grouping of host systems. In fact, each SPU can be con-
nected to another SPU in a variety of highly available cluster con-
figurations. Three basic types are: 

• Active/standby configuration—one in which a standby
SPU is configured to take over after the failure of another
SPU that is running a mission-critical application. In an
active/standby configuration, two or more SPUs are con-
nected to the same data disks; if one SPU fails, the appli-
cation starts on the standby. The failed system can then be
serviced while the application continues on the standby
system. In the active/standby configuration, the backup
node may be idle or it may be running another less impor-
tant application. HP’s ServiceGuard product provides ac-
tive/standby capability. 
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• Active/active configuration—one in which several
nodes may be running mission-critical applications, and
some can serve as backups for others while still running
their own primary applications. HP’s ServiceGuard prod-
uct also provides active/active capability. 

• Parallel database configuration—a cluster in which the
different nodes each run separate instances of the same
database application and all access the same database con-
currently. In this configuration, the loss of a single node is
not critical since users can connect to the same application
running on another node. HP’s ServiceGuard OPS Edition
product provides the parallel database implementation for
use with Oracle Parallel Server. 

The following sections describe HP’s implementations of
each of these cluster architectures. 

Active/Standby Configurations 
Using ServiceGuard 

A flexible active/standby configuration which allows the
application to start on the standby node quickly, without the need
for a reboot, is provided by ServiceGuard. Figure 3.5 shows a
two-node active/standby configuration using ServiceGuard.
Applications are running on Node 1, and clients connect to Node
1 through the LAN. It is also possible to configure a cluster in
which one node can act as a standby for several other nodes.



 

High Availability Cluster Components

 

90

 

In this configuration, the first node is running the applica-
tion, having obtained exclusive access to the data disks. The sec-
ond node is essentially idle, though the operating system and the
HA software are both running. 

The state of the system following failover is shown in Fig-
ure 3.6.   After failover, the applications start up on Node 2 after
obtaining access to the data disks. Clients can then reconnect to
Node 2. 

 

Figure 3.5  
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Note that a failure is not necessary for a package to move
within the cluster. With ServiceGuard, the system administrator
can move a package from one node to another at any time for con-
venience of administration. Both nodes remain up and running
following such a voluntary switch. 

The primary advantage of an active/standby configuration is
that the performance of the application is not impaired after a
switch to the standby node; all the resources of the standby node
are available to the application. 

 

Figure 3.6  
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Active/Active Configurations Using ServiceGuard 

 

In an active/active configuration, two or more SPUs are
physically connected to the same data disks, and if there is a fail-
ure of one SPU, the applications running on the failed system
start up again on an alternate system. In this configuration, appli-
cation packages may run on all nodes at the same time. Figure 3.7
shows a two-node active/active configuration before the failure of
one host. Different applications are running on both nodes. 

 

Figure 3.7  

 

Active/Active Cluster Before Failover 

Node 1 Node 2

Lan 0 Lan 1 Lan 0 Lan 1

Application 1

Data

Root

Mirror

Root

Mirror

Mirror

Data

Mirror

RouterRouter

PC Client
Connections

Hub Hub

Application 2

Connection by
Client 1 to
Application 1

Connection by
Client 2 to
Application 2

Client 2Client 1



 

HA Architectures and Cluster Components

 

93

 

Figure 3.8 shows an active/active configuration following
the failure of one host. The second node still carries on with the
applications that were previously running, but it now also carries
the application that was running on Node 1 before the failure. 

In an active/active configuration, ServiceGuard does not use
a dedicated standby system. Instead, the applications that were
running on the failed node start up on alternate nodes while other
packages on those alternate nodes continue running. 

 

Figure 3.8  
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Parallel Database Configuration 
Using ServiceGuard OPS Edition 

 

In a parallel database configuration, two or more SPUs are
running applications that read from and write to the same data-
base disks concurrently. Special software (Oracle Parallel Server,
or OPS) is needed to regulate this concurrent access. In the event
one cluster node fails, another is still available to process transac-
tions while the first is serviced. Figure 3.9 shows a parallel data-
base configuration before the failure of one node.  

Figure 3.10 shows the parallel database cluster after the fail-
ure of one node. The second node remains up, and users now may
access the database through the second node. 

 

Figure 3.9  
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How ServiceGuard Works 

 

Applications, together with disk and network resources used
by applications, are configured in 

 

packages,

 

 which can run on
different systems at different times. Each package has one or
more application 

 

services

 

 which are monitored by ServiceGuard;
in the event of an error in a service, a restart or a failover to
another node may take place. A particular benefit of Service-
Guard is that you can configure failover to take place following
the failure of a package, or following the failure of individual ser-
vices within a package. You can also determine whether to try
restarting a service a certain number of times before failover to a
different node. 

 

Figure 3.10 
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With ServiceGuard, there need not be any idle systems; all
of the nodes can run mission-critical applications. If one node
fails, the applications it supports are moved and join applications
that are in progress on other nodes. 

Under normal conditions, a fully operating ServiceGuard
cluster simply monitors the health of the cluster’s components
while the packages are running on individual nodes. Any node
running in the ServiceGuard cluster is called an active node.
When you create a package, you specify a primary node and one
or more adoptive nodes. When a node or its network communi-
cations fails, ServiceGuard can transfer control of the package to
the next available adoptive node. 

The primary advantage of the active/active configuration is
efficient use of all computing resources during normal operation.
But during a failover, performance of applications on the failover
node may be somewhat impacted. To minimize the impact of
failover on performance, ensure that each node has the appropri-
ate capacity to handle all applications that might start up during a
failover situation. 

Use of Relocatable IP Addresses 

Clients connect via the LAN to the server application they
need. This is done by means of IP addresses. The client applica-
tion issues a connect() call, specifying the correct address.
Ordinarily, an IP address is mapped to an individual hostname—
that is, a single HP-UX system. In ServiceGuard, the IP address is
assigned to a package and is temporarily associated with what-
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ever host system the package happens to be running on. Thus, the
client’s 

 

connect()

 

 will result in connection to the application,
regardless of which node in the cluster it is running on. 

Figure 3.11 shows a cluster with separate packages running
on each of two nodes. Client 1 connects to a package by its IP
address. The package is shown running on Node 1, but the client
need not be aware of this fact. 

After a failure on Node 1, the package moves over to Node
2. The resulting arrangement of packages is shown in Figure
3.12. Note that the IP address of the package is the same. 

 

Figure 3.11 
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The key benefit of using relocatable IP addresses with pack-
ages is transparency. The client is unconcerned with which physi-
cal server is running a given application. In most cases, no client
or server code changes are needed to take advantage of relocat-
able IP addresses. 

 

Application Monitoring 

 

Central to the functioning of ServiceGuard is the monitor-
ing of user applications. When a package starts, its applications
are started with a special cluster command that continues to mon-
itor the application as long as it is running. The monitor immedi-

 

Figure 3.12 
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ately detects an error exit from the application, and alerts
ServiceGuard. Depending on the kind of error condition, Service-
Guard can restart the application, halt the application, or fail it
over to a different node. 

 

Fast Recovery from LAN Failures 

 

ServiceGuard monitors the status of the LANs used within
each node of the enterprise cluster. If any problem affects the
LAN, ServiceGuard will quickly detect the problem and activate
a standby LAN within the same node. This detection and fast
switch to an alternate LAN is completely transparent to the data-
base and attached clients. This feature eliminates the downtime
associated with LAN failures and further strengthens the enter-
prise cluster environment for supporting mission-critical applica-
tions. 

 

Workload Balancing 

 

The use of application packages provides an especially flex-
ible mechanism for balancing the workload within the cluster
after a node failure. Individual application packages within a sin-
gle node can be moved to different alternate nodes, distributing
the workload of one node across the surviving nodes of the clus-
ter. For example, a cluster with four nodes is configured and each
node is running three packages. If a node fails, each of the three
packages running on that node can be moved to different nodes.
This distributes the workload of the failed node among all of the
remaining nodes of the cluster and minimizes the performance
impact on the other applications within the cluster. 
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This same package capability also allows the workload of a
cluster to be balanced according to the processing demands of
different applications. If the demand of one application package
becomes too high, the system administrator can move other appli-
cation packages on the same node to different nodes in the cluster
by using simple commands, thus freeing processing power on that
node for meeting the increased demand. 

Workload tuning within individual nodes of an enterprise
cluster can be further refined by using HP’s Process Resource
Manager (HP PRM), described in a later section. 

Failover Policy and Failback Policy

Added flexibility in the cluster workload configuration is
provided by the ability to choose a failover policy for packages.
You can choose to fail a package over to the node with the fewest
packages currently running on it, or you can have it fail over to a
specific node whatever its load.

You can also control the way packages behave when the
cluster composition changes by defining a failback policy.  If
desired, a package can be set up in such a way that it fails over to
an adoptive node and then fails back to the original node as soon
as the original node becomes available again.

Figure 3.13 shows a cluster with a package failing over to an
adoptive node, then failing back to its original node. 
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Rolling Upgrades 

 

Another useful feature of ServiceGuard is the ability to
upgrade the software on a given node—including the OS and the
HA software—without bringing down the cluster. You carry out
the following steps for every node in the cluster: 

 

1.  

 

Move applications from the node that is to be upgraded to
some other node in the cluster. 

 

2.  

 

Remove the node from the cluster. 

 

3.  

 

Perform the upgrades. 

 

4.  

 

Allow the node to rejoin the cluster. 

 

5.  

 

Move applications back to the upgraded node. 

 

Figure 3.13 
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When using this feature of ServiceGuard, you must care-
fully plan the capacity of the nodes in the cluster so that moving
an application from one node to another during upgrades will not
degrade performance unacceptably. 

How ServiceGuard Works with OPS

ServiceGuard OPS Edition is a special-purpose HA soft-
ware product that allows host servers to be configured with Ora-
cle Parallel Server (OPS), which lets you maintain a single
database image that is accessed by the HP 9000 servers in paral-
lel, thereby gaining added processing power without the need to
administer separate databases. Oracle Parallel Server is a special
relational database design that enables multiple instances of the
Oracle database to function transparently as one logical database.
Different nodes that are running OPS can concurrently read from
and write to the same physical set of disk drives containing the
database. 

Oracle Parallel Server handles issues of concurrent access to
the same disk resources by different servers and ensures integrity
of Oracle data. 

The OPS Edition uses the same underlying cluster mecha-
nism as basic ServiceGuard. This means that you can create and
manipulate packages as well as OPS instances on the cluster.
Note the following difference, however: In basic ServiceGuard,
packages run on only one node at a time, whereas in the OPS Edi-
tion, OPS applications may run concurrently on all nodes in the
OPS cluster. 
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Fast Recovery from LAN Failures 

Like ServiceGuard, ServiceGuard OPS Edition monitors the
status of the LANs used within each node of the OPS cluster.
Problem detection and fast switching to an alternate LAN is com-
pletely transparent to the database and attached clients. 

Protecting Data Integrity 

When a node fails, ServiceGuard OPS Edition instantly pre-
vents the failed node from accessing the database. This capability
prevents a hung node or a node that has rebooted itself after a fail-
ure from inadvertently (and incorrectly) attempting to write data
without coordinating its actions with the other node (this situa-
tion, which was described previously, is called split-brain syn-
drome). 

Reduced Database Administration Costs 

OPS clusters can also help reduce administrative costs
through the consolidation of databases. In networks that employ
multiple independent databases or partitions of the database on
different nodes, an OPS cluster can substantially reduce database
administration costs by allowing the multiple databases to be con-
solidated into one logical database. Even though two nodes are
accessing the database from within the cluster, the database is
managed as a single unit. 
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Oracle Parallel FailSafe

A new cluster design from Oracle is known as Oracle Paral-
lel FailSafe. Parallel FailSafe is built upon OPS running in a pri-
mary/secondary configuration. In this configuration, all
connections to the database are through the primary node.  The
secondary node serves as a backup, ready to provide services
should an outage at the primary occur.  Unlike OPS, Parallel Fail-
Safe is tightly integrated with HP clustering technology to pro-
vide enhanced monitoring and failover for all types of outages. 

Parallel FailSafe can support one or more databases on a
two-node cluster. All databases are accessed in a primary/second-
ary mode, where all clients connect through a single instance on
one of the nodes. In a primary/secondary configuration, only one
server, the primary, is active at any time.  The secondary is run-
ning an Oracle instance, but that instance is not doing any work.
During normal operations, clients are connected to the primary
instance using a primary IP address.  In addition, they can be pre-
connected to the secondary instance using a secondary IP address.

The result of integrating ServiceGuard OPS Edition with
Oracle Parallel Failsafe is the simplicity of traditional cluster
failover in which the database and applications run on only one
node in the cluster.  This is important because it means the solu-
tion works with no code changes for all types of third-party appli-
cations that are designed to work with a single instance of Oracle,
but are not parallel server-aware. In addition, the Parallel FailSafe
solution provides much faster detection and bounded failover in
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the event of a failure, with improved performance after failover
thanks to pre-connected secondary connections and a pre-warmed
cache on the secondary node.

An example showing a single primary instance is depicted
in Figure 3.14. 

After failover, the failover node starts up the primary
instance, as shown in Figure 3.15. 

Failover time depends on a number of factors in Service-
Guard clusters, including the time it takes to obtain a cluster lock,
the time required for running startup scripts on the failover node,
and the database recovery time required before transactions can

Figure 3.14 Oracle Parallel FailSafe Before Failover
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be processed on the failover node. Oracle Parallel FailSafe can
reduce this recovery time significantly. In addition to the standby
Oracle instance, other applications can run on the standby node.
Note also that on a cluster with more than two nodes, each node
can run an instance of Oracle 8i that may fail over to the standby
node.

Disaster-Tolerant Architectures

Many of the cluster designs presented so far in this chapter
can be extended and adapted for use in long-distance and wide
area environments as well.  Such clusters are known as disaster-

Figure 3.15 Oracle Parallel FailSafe After Failover
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tolerant clusters because they protect against the kinds of events
that affect entire data centers, sometimes even entire cities or
regions.  Examples are natural disasters like hurricanes.  

Three types of modified architecture have been developed
based on the standard ServiceGuard cluster:

• Campus cluster

• Metropolitan cluster

• Continental cluster

These types are described fully in Chapter 6.

Other HA Subsystems

To help you further enhance the overall availability, flexibil-
ity, and ease of management of your mission critical environment,
the following products and services are suggested: 

• Software mirroring

• Automatic port aggregation (APA)

• HA disk enclosure 

• HP disk arrays

• HP SureStore Disk Array XP Series

• EMC disk arrays 

• Enterprise Cluster Master Toolkit

• NFS Toolkit
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• ServiceGuard Extension for SAP

• Journaled file system (JFS) 

• OnLineJFS

• Veritas Volume Manager

• Transaction processing (TP) monitors 

• PowerTrust uninterruptible power supplies (UPS) 

• System management tools 

Each of these is described further below. 

Software Mirroring

Basic mirroring of individual disks is provided with Mir-
rorDisk/UX. Operating through the HP-UX Logical Volume
Manager (LVM), MirrorDisk/UX transparently writes data to one
primary volume and up to two mirror volumes. By mirroring
across different disk adapters (channels), MirrorDisk/UX pro-
vides protection against the failures of all major components
associated with data. 

An added benefit of MirrorDisk/UX is the capability for on-
line backup. The mirror is “split” from the primary, resulting in a
static copy of the data that is used for a backup. After the backup
is performed, MirrorDisk/UX will transparently handle the resyn-
chronization of the mirror and primary data. In cases where you
need the highest levels of protection, three-way mirroring allows
the on-line backup function to be performed while the primary
disk is still being mirrored. 
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Software from Veritas Corporation also provides extensive
mirroring capability for logical volumes. Veritas VxVM is an
alternative volume manager provided on HP-UX 11i and later
systems; and CVM (described below) provides mirroring support
for HP-UX clusters.

Automatic Port Aggregation

Autoport aggregation (APA), available as a separate product
on HP-UX 11.0 and later systems, allows you to group multiple
physical fast Ethernet or Gigabit Ethernet ports into a logical link
aggregate. Once enabled, each link aggregate can operate as a sin-
gle logical link with only one IP and MAC address. This technol-
ogy provides automatic fault detection and recovery for HA as
well as increased bandwidth with load balancing among the phys-
ical links.

High Availability Disk Storage Enclosure 

Conventional disk mechanisms may be mounted in a special
HA storage enclosure that permits hot plugging, that is, removal
and replacement of one disk in a mirrored pair without loss of ser-
vice while the OS is running and the device is powered on. HP-
UX system administration is required during the replacement to
allow the old disk to be removed from the mirrored group and to
allow the new disk to be added back to the mirrored group. 
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High Availability Disk Arrays 

HP’s HA disk array products provide an alternate method of
protecting your vital application data. These are hardware RAID
units that can be configured so that all major components are
redundant, including not just the disk drives, but also the power
supplies, fans, caches, and controllers. The dual controllers can
both be used simultaneously from the server to read and write
volumes on the array, improving performance as well as enhanc-
ing availability. If any major component fails, the redundant com-
ponent picks up the workload without any loss of service.
Furthermore, the repair of the failed component does not require
any scheduled downtime for maintenance. All the major compo-
nents are hot-swappable, that is, they can be replaced on-line. 

These units also support a global spare for the disk volumes.
This means that one spare drive unit can be used as a backup of
all the RAID volumes that have been configured in the array. If
one drive fails in any of the defined volumes, the global spare is
used to quickly re-establish full redundancy. 

HA disk arrays support RAID 0 (striping), RAID 1 (mirror-
ing), RAID 0/1 (striping and mirroring), and RAID 5 (rotating
parity). They support up to 64MB of read/write cache per control-
ler. Drives can be added on-line, up to the maximum system
capacity. 
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HP SureStore Disk Array XP Series

The HP SureStore Disk Array XP Series offers large data
capacity together with many enhanced HA features.  This array
provides full redundancy of components, including power sup-
plies, fans, disk mechanisms, processors, and caches.

The XP Series lets you define storage units (LUNs) for use
on individual systems and cluster nodes. Raid Manager software
provides additional capabilities: Business Copy allows you to
split off duplicate volumes for off-line backup or other purposes;
and Continuous Access lets you establish and maintain links to
other XP arrays for physical data replication. These capabilities
underlie the physical data replication used in specialized metro-
politan and continental clusters (described further in Chapter 5).

EMC Disk Arrays 

High-capacity disk arrays are also available from other ven-
dors. A notable example is the Symmetrix product family of
cached disk arrays from EMC Corporation. In addition to provid-
ing very high capacity, Symmetrix arrays allow connections from
the same data disks to multiple cluster nodes across different
FibreChannel or SCSI buses. 

The Symmetrix EMC SRDF facility, like Continuous
Access on the XP Series, allows direct hardware connection to
other disk arrays for physical data replication.
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Enterprise Cluster Master Toolkit

The Enterprise Cluster Master Toolkit contains a variety of
tools for developing HA solutions using ServiceGuard clusters.
Individual toolkits included in the Master Toolkit product
include:

• Netscape Internet Server toolkit

• Netscape Messaging Server toolkit

• Netscape Calendar Server toolkit

• Oracle toolkit

• Oracle Standby Database toolkit

• Informix toolkit

• Progress toolkit

• Sybase toolkit

• Foundation Monitor toolkit

Each toolkit consists of a set of sample scripts or other tools
plus documentation on using it to build a specific HA solution.

A separate NFS toolkit product is also available.

ServiceGuard Extension for SAP R/3

The specialized environment of SAP R/3 requires special
customization when implemented in a ServiceGuard cluster. One
component, the Enqueue Server, can be made highly available in
different ways—by using a standard package arrangement or by
building a special component known as Somersault into the appli-
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cation. Somersault maintains parallel state tables on multiple
nodes for a crucial SAP service; in the event of failover, this state
table remains immediately available on the failover node.

An SAP R/3 configuration is especially complex, and
should be implemented by specialists in SAP and ServiceGuard
configuration. Consulting services are available specifically for
this configuration.

Journaled File System 

The journaled file system (JFS), a standard feature of HP-
UX, is an alternative to the UNIX high-performance file system
(HFS). JFS uses a special log to hold information about changes
to file system metadata. This log allows JFS to improve availabil-
ity by reducing the time needed to recover a file system after a
system crash. With JFS, the file system can be restarted after a
crash in a matter of seconds, which is much faster than with HFS. 

As JFS receives standard read/write requests, it maintains an
intent log in a circular file that contains file system data structure
updates. If a file system restart is performed, fsck only needs to
read the intent log and finish the outstanding updates to the data
structures. Note that this does not normally include user data,
only the file system data structures. This mechanism assures that
the internal structure of the file system is consistent. The consis-
tency of user data is achieved by a transaction logging mecha-
nism. 
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OnLineJFS 

OnLineJFS is an optional product that adds extensions to
JFS. This product eliminates the planned downtime that is associ-
ated with typical file system maintenance activities. With
OnLineJFS, activities such as defragmentation, reorganization,
and file system expansion can all be performed while applications
are accessing the data. (The conventional HFS requires that appli-
cations be halted before performing these kinds of maintenance
activities. HFS does not support or require defragmentation.) 

The on-line backup feature is provided by designating a
snapshot partition. As writes are made to the data, a copy of the
old data is copied to the snapshot. This allows applications to
access the latest data while the backup process accesses a static
copy of the data. The size of the partition needed to hold the snap-
shot will vary depending on the number of writes performed to
the data during the time that the snapshot is maintained; typically,
a snapshot will require 2-15% of the disk space of the original
data. 

Veritas Cluster Volume Manager

With the HP-UX 11i release, the Veritas Volume Manager
(VxVM) became a standard software component shipped with all
systems. For clusters, a special volume manager known as the
Cluster Volume Manager (CVM) offers several important advan-
tages over the earlier LVM provided with HP-UX. LVM requires
you to import a volume group separately on each cluster node;
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CVM lets you set up a disk group only once and have it immedi-
ately visible to all nodes in the cluster. Tools are provided for con-
verting from LVM to CVM disk storage.

Transaction Processing Monitors 

Transaction processing (TP) monitors ensure availability in
a matter of seconds when used in conjunction with HA clusters
by resubmitting transactions to another node when the first node
fails. Transaction Processing monitors enable quick restart after
any failures and guarantee that incomplete transactions are rolled
back. Furthermore, in a mission-critical environment, the TP
monitor combines operations of subsystems into one transaction,
and integrates the various resources residing in different locales
into global transaction services. This ability to globally manage
heterogeneous subsystems cannot be achieved by databases
alone. 

TP monitors available on HP systems include CICS/9000,
Encina/9000, TUXEDO, Top End MTS (MicroFocus Transaction
System), and UniKix. 

Uninterruptible Power Supplies 

Installing an HP PowerTrust uninterruptible power supply
(UPS) in an HP-UX computer system ensures that power is main-
tained to your computer, preventing problems such as networking
time-outs and tape rewinds. PowerTrust provides at least 15 min-
utes of continuous backup power, ensuring that data is not lost in
the event of a power failure. 
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A PowerTrust UPS can be configured to bring a system
down gracefully before its batteries deplete, thus maintaining data
integrity and ensuring a clean reboot and reasonably fast file sys-
tem recovery.  For larger installations, you may wish to use
passthrough UPS power protection. 

System and Network Management Tools 

HP offers a comprehensive set of software tools that allow
for centralized, automated management of a wide-ranging net-
work of servers and workstations from many different vendors.
See Chapter 5 for complete details.

Mission-Critical Consulting and Support 
Services

The use of consulting and support services is highly recom-
mended when you are developing an HA system. HP’s HA prod-
uct family encompasses the following consulting and support
services: 

• Availability management service 

• Business continuity support 

• Business recovery services 

HP has vast experience in creating HA solutions for the
UNIX environment, and all HA customers are encouraged to take
advantage of this specialized know-how. 
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Availability Management Service 

One main focus of this consulting service is to perform a
comprehensive operational assessment of a mission-critical pro-
cessing environment. This includes analyzing all aspects of the
environment such as the hardware being used, software versions
and tools, business processes related to the computing environ-
ment, as well as the skill set of data processing personnel. This
service will identify weaknesses in the processing environment
that might cause service outages and will create a plan to elimi-
nate the identified weaknesses. 

A second area of consulting is the design and implementa-
tion of an availability management plan. Consultants can assist in
the following areas: 

• Project management 

• System and network software installation 

• System performance testing 

• Full site design, cabling, and testing 

• Tuning and enhancement of operations 

• Customization, integration, and testing of availability
management tools and processes 

Business Continuity Support 

Business continuity support (BCS) is HP’s most compre-
hensive support offering. It is designed for use in mission critical
environments where unacceptable financial or business damage
results from even short outages. Business Continuity Support has
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been crafted to ensure maximum application availability by tar-
geting potential planned and unplanned outages at their source
and taking direct action to prevent them or minimize their dura-
tion and impact on your business. 

The first step in the delivery of BCS is an operational
assessment. This is a consulting engagement in which an HP
availability expert reviews your system and operations environ-
ment, analyzes its strengths, identifies gaps that could lead to out-
ages, and makes recommendations to help you reach your
availability goals. Next, a service level agreement (SLA) is devel-
oped with you, and your account team of HP experts is identified
and made thoroughly familiar with your environment, business,
and support needs. 

The BCS account team then provides several proactive ser-
vices: 

• Change management planning services to carefully plan,
script, and assist in changes of any kind to the computing
environment. 

• Daily review, communication, and planning for applying
patches that are appropriate for your environment, or oth-
erwise heading off potential problems. 

• Regular technical reviews to advise and convey informa-
tion on a variety of HA topics. 

• Continuous monitoring of your HP system for anomalies
that could escalate into outages if action is not taken. 
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The BCS team also provides reactive services in the event
of an outage. HP provides a commitment to restoring your busi-
ness operation in four hours or less, usually a lot less. This com-
mitment is possible because of HP’s investment in a large global
response infrastructure of tools, resources, and processes, and
HP’s staff of experienced recovery experts. 

Business Continuity Support is delivered with a commit-
ment to an intimate understanding of your business and IT envi-
ronment, and total care for that environment. BCS complements
the other investments you make in HA technology and operations
processes, and offers peace of mind for your users. 

Network Availability Services

To meet the needs of IT managers and network administra-
tors, HP offers HP network availability services and HP assess-
ment services for networks to extend mission-critical support to
the network. These network services can be purchased stand-
alone or as a complement to HP critical systems support and
BCS to help you realize maximum system and network uptime.
Network availability services provide a suite of scalable services
that utilize assigned network specialists to provide reactive and
proactive support for your network.

Assessment services for networks provide three levels of
services to optimize network availability. The assessment services
include proactive identification of potential critical points of fail-
ure, and analysis and recommendations to optimize network per-
formance and improve operational and IT processes. 
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Business Recovery Services

Another group of services for HA systems is business
recovery services. These services are used to provide protection
against disasters and large-scale failures. Business recovery ser-
vices are discussed in Chapter 6, “Disaster-Tolerant Solutions.”
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