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	Pg
	Error – Second Printing
	Correction

	95
	Chapter 5, Example 5-5
Reads:

Router# show run
policy-map DSCP-WRED
   class class-default
   random-detect dscp-based af11 50 60 8

	Should read:
Router# show run
policy-map DSCP-WRED
   class class-default
                                   random-detect dscp-based
   random-detect dscp af11 50 60 8


	468
	Chapter 20, Paragraph, Second Sentence

Reads:

You can see that the CONTROL-MGMT-QUEUE in Example 20-17 has 11,333 packets.
	Should read:
You can see that the CONTROL-MGMT-QUEUE in Example 20-17 has 11,333 bytes.

	812
	Chapter 33, Figure 33-3, Fourth Box

Reads:

Egress FIA Queues
	Should read:

Egress Interface Queues


Corrections for October 20, 2016
	Pg
	Error – Second Printing
	Correction

	
	Chapter 5, First Paragraph, Last Sentence

Reads:

The mark probability denominator is set to 8 (meaning that, between these two thresholds, up to 1 in 8 packets marked with AF11 are dropped, and at the maximum threshold of 20, exactly 1 in 8 packets are dropped—above the maximum threshold of 20, all packets marked with AF11 are dropped).
	Should read:

The mark probability denominator is set to 8 (meaning that, between these two thresholds, up to 1 in 8 packets marked with AF11 are dropped, and at the maximum threshold of 60, exactly 1 in 8 packets are dropped—above the maximum threshold of 60, all packets marked with AF11 are dropped).




Corrections for December 11, 2015
	Pg
	Error – First Printing
	Correction

	392
	Chapter 18, Number 2

Reads:

2. After the CAPWAP packet is decapsulated at the WLC, the original IP packet’s DSCP value us used to derive the appropriate IEEE 802.1p CoS value and is sent toward the wired network switch
	Should read:

2. After the CAPWAP packet is decapsulated at the WLC, the CAPWAP DSCP value is used to derive the appropriate IEEE 802.1p CoS value and is sent
toward the wired network switch


Corrections for August 27, 2015
	Pg
	Error – First Printing
	Correction

	889
	Chapter 36, First Paragraph, Second Sentence

Reads:

In this example, voice packets 4 through 67 have been received, and data packet 3 was delayed and transmitted following voice packet 68.
	Should read:

In this example, voice packets 4 through 67 have been received, and data packet 3 was delayed and transmitted following voice packet 67.


Corrections for May 26, 2015
	Pg
	Error – First Printing
	Correction

	754
	Chapter 29, First Three Paragraphs

Reads:

Four-Class Model
The branch router four-class WAN-edge egress QoS model is identical to the WAN aggregator four-class WAN-edge egress QoS model, as detailed in Example 29-5.

Eight-Class Model
The branch router eight-class WAN-edge egress QoS model is identical to the WAN aggregator eight-Class WAN-edge egress QoS model, as detailed in Example 29-8.

Twelve-Class Model

The branch router 12-class WAN-edge egress QoS model is nearly identical to the WAN aggregator 12-class WAN-edge egress QoS model (as detailed in Example 29-9), with the exception that the WRED Thresholds have been tuned based on the default Cisco ISR G2 queue depth of 64 packets, and shown in Example 29-15.
	Should read:

Four-Class Model
The branch router four-class WAN-edge egress QoS model is identical to the WAN aggregator four-class WAN-edge egress QoS model, as detailed in Example 28-5.

Eight-Class Model
The branch router eight-class WAN-edge egress QoS model is identical to the WAN aggregator eight-Class WAN-edge egress QoS model, as detailed in Example 26-8.

Twelve-Class Model

The branch router 12-class WAN-edge egress QoS model is nearly identical to the WAN aggregator 12-class WAN-edge egress QoS model (as detailed in Example 28-9), with the exception that the WRED Thresholds have been tuned based on the default Cisco ISR G2 queue depth of 64 packets, and shown in Example 29-15.


Corrections for February 25, 2015
	Pg
	Error – First Printing
	Correction

	374
	Chapter 18, Last Paragraph, First Sentence

Reads:

Although most LAN networks operate far below full capacity most of the time, micro- bursts sometimes traffic cause congestion and therefore require the more important traffic types to be delivered in priority sequence.
	Should read:

Although most LAN networks operate far below full capacity most of the time, micro- bursts can sometimes cause traffic congestion and therefore require the more important traffic types to be delivered in priority sequence.

	375
	Chapter 18, Fifth Paragraph 
Reads:

Now compare this with how a wireless AP communicates. Because the RF spectrum used by an AP and all it is connected stations is shared, only one station can transmit at any given time on a given channel without causing interference. If two stations were to transmit at the same time, neither transmission would be understood, thus causing a collision. This physical limitation of the wireless medium means that all stations—even the AP itself md]must contend for a chance to transmit their traffic. If there were no mechanism to coordinate whose turn it is to transmit onto the wireless medium, chaos would reign, and the Wi-Fi network would be all but useless.
	Should read:
Now compare this with how a wireless AP communicates. Because the RF spectrum used by an AP and all it’s associated stations is shared, only one station can transmit at any given time on a given channel without causing interference. If two stations were to transmit at the same time, a collision would occur, resulting in neither transmission being understood. This physical limitation of the wireless medium means that all stations—even the AP itself must contend for a chance to transmit their traffic. If there were no mechanism to coordinate whose turn it is to transmit onto the wireless medium, chaos would reign, and the Wi-Fi network would be all but useless.

	378
	Chapter 18, First Full Paragraph

Reads:

As with the conference call illustration, CSMA/CA opts to listen and wait to see whether any transmissions are in progress, and only after it has waited its random backoff period does it attempt to send a frame. If a collision does happen occur even after listening and waiting (because two stations may start a transmission at exactly the same moment), the wireless station deals with it in a similar way to CSMA/CD—by waiting for another random backoff period before it tries to resend the frame.
	Should Read:

As with the conference call illustration, CSMA/CA opts to listen and wait to see whether any transmissions are in progress, and only after it has waited its random backoff period does it attempt to send a frame. If a collision does happen to occur even after listening and waiting (because two stations may start a transmission at exactly the same moment), the wireless station first deals with it in a similar way to CSMA/CD—by waiting for another random backoff period before it tries to resend the frame.

	379
	Chapter 18, Number 3

Reads:

3. Double the CW value was previously used and defer for this new random period of time.
	Should read:

3. Double the CW value that was previously used and defer the next transmission attempt for this new random period of time.

	380
	Chapter 18, First Three Paragraphs

Reads:

If the station finds that the medium is still not clear after waiting a larger CW value, this process repeats, and the station continues doubling the backoff window each time it tries to resend the frame. It continues to this up to a maximum amount of time, known as the CWmax value, until it either transmits the frame or the Time to Live (TTL) expires and the frame is dropped. After the CW countdown timer has finished and the medium appears to be free, the frame is finally sent.

So, what is the actual amount of time that the station counts down? The CW is not measured in seconds, but rather in slot times. The slot time is a time value derived from the PHY based on the RF characteristics of the radio network, so it is unique for each net- work, but the actual time is measured in microseconds. For example, in the case of IEEE 802.11n, the CWmin default is 15 slot times, and CWmax is 1023 slot times.

To illustrate how this works, if the random backoff for a station was initially set to 10 slot times, the second backoff would be 20. If the channel is still busy, the CW backoff is increased to 40, then 80, then 160, and so on up to a maximum of 1023 slot times. Once the CW is set, the station must count down this number of slot times until zero and then it attempts to retransmit the frame again.
	Should read:
If the station finds that the medium is still not clear after waiting a larger CW value, this process repeats, and the station continues doubling the backoff window each time it tries to resend the frame. It continues to do this up to a maximum amount of time, known as the CWmax value, until it either transmits the frame or the Time to Live (TTL) expires and the frame is dropped (a Cisco AP will attempt to transmit the frame a maximum of 64 times before dropping it). When the CW countdown timer has finished and the medium appears to be free, the frame is finally sent.

So, what is the actual amount of time that the station counts down? The CW is not measured in seconds, but rather in slot times. The slot time is a time value derived from the PHY based on the RF characteristics of the radio network.  For example, in 802.11a/g/n a single slot time is 9 microseconds.  In the case of IEEE 802.11n, the CWmin default is 15 slot times, and CWmax is 1023 slot times.

To illustrate how this works, if the random backoff for a station was initially calculated between 0 and 15 slot times, the second backoff would be between 0 and 31. If the channel is still busy, the random CW backoff would increase to between 0 and 63, then between 0 and 127, then 255, then 511, and so on up to a maximum of 1023 slot times. Once the CW is set, the station must count down this number of slot times until zero and then it attempts to retransmit the frame again.

	381
	Chapter 18, Figure 18-2  The DCF Decision Process

Replace Figure 


	Replace with:
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	384
	Chapter 18, Fourth Paragraph

Reads:

As data is received by each radio interface, it is assigned to one of four egress queues that align with the four ACs (as shown in Table 18-2). Based on the 802.11e UP value (meaning the type of data that is being sent), the EDCF mechanism assigns the frame to the appropriate access categories. Once the frame is assigned to the appropriate AC, the radio interface attempts to send it over the medium according to the relative priority of the AC. In this way, the AC is really acting as a data queue, waiting to send its traffic onto the medium. The rules that govern the processing and transmission of the four ACs are discussed in the following sections of this chapter.
	Should read:

As data is received by each radio interface, it is assigned to one Access Categories (as shown in Table 18-2). Based on the 802.11e UP value (meaning the classification of data that is being sent), the EDCF mechanism assigns the frame to the appropriate access category. Once the frame is assigned to the appropriate AC, the radio interface attempts to send it over the medium according to the relative priority of the AC. In this way, the AC is really acting as a data queue, waiting to send its traffic onto the medium. The rules that govern the processing and transmission of the four ACs are discussed in the following sections of this chapter.



	386
	Chapter 18, Second Paragraph

Reads:

AIFSNs are usually configurable, but the default values defined in EDCA are as follows (measured in slot times).
	Should read:

AIFSNs are not usually configurable.  The default values defined in EDCA are as follows (measured in slot times).

	386
	Chapter 18, Fourth Paragraph

Reads:

The final enhancement EDCA introduces is to give preferential CW random backoff ranges for higher-priority traffic, thus making it much more likely for a voice or video frame to be transmitted before a best effort or background frame. This is particularly important for latency sensitive traffic, such as voice and video, which suffer greatly if they have to wait up to the CWmax interval. Similar to the different AIFSN values assigned to the different priority queues, different contention window values serve to give higher priority traffic a better probability of having to wait a shorter period of time before having a chance to send, and also limit the impact of long CW wait times.
	Should read:

Another enhancement EDCA introduces is to give preferential CW random backoff ranges for higher-priority traffic, thus making it much more likely for a voice or video frame to be transmitted before a best effort or background frame. This is particularly important for latency sensitive traffic, such as voice and video, which suffer greatly if they have to wait up to the CWmax interval. Similar to the different AIFSN values assigned to the different priority queues, different contention window values serve to give higher priority traffic a better probability of having to wait a shorter period of time before having a chance to send, and also limit the impact of long CW wait times.

	387
	Chapter 18, First Paragraph

Reads:

Table 18-4 shows that voice only backs off between 3 and 7 slot times; in comparison, the background traffic backs off between 15 and 1023 slot times (which is still the same as the legacy DCF CW backoff period). As Table 18-4 shows, voice traffic will always generate a smaller CW than video traffic, and in turn video traffic will always generate a smaller CW than either best effort or background traffic. Therefore, using EDCA, the higher-priority queues are statistically serviced much more often than the lower-priority queues.
	Should read:

Table 18-4 shows that voice only backs off between 3 and 7 slot times; in comparison, the background traffic backs off between 15 and 1023 slot times (which is still the same as the legacy DCF CW backoff period). As Table 18-4 shows, voice traffic will statistically generate a smaller CW than video traffic, and in turn video traffic will statistically generate a smaller CW than either best effort or background traffic. Therefore, using EDCA, the higher-priority queues are statistically serviced much more often than the lower-priority queues.

	388
	Chapter 18, First Two Paragraphs

Reads:

In addition to the three enhancements mentioned earlier, EDCA also provides contention- free access periods to the wireless medium, called the Transmission Opportunity (TOXP). The TXOP is a set period of time when a wireless station may send as many frames as possible without having to contend with the other stations. In the legacy DCF model, once a station has access to the medium, it can keep sending frames as long as it wants. It can be compared to a child who just got a toy and will not share it with anyone else until he is bored with it. When a low data-rate station gains access to the medium, it forces all other stations to wait until it finishes its transmission.

With EDCA’s TXOP enhancement, each station has a set TXOP time limit during which it can transmit. When the TXOP limit expires, it must give up access to the medium.
	Should read:

In addition to the three enhancements mentioned earlier, EDCA also provides contention- free access periods to the wireless medium, called the Transmission Opportunity (TOXP). The TXOP is a set period of time when a wireless station may send as many frames as possible without having to contend with the other stations. In the legacy DCF model, once a station has access to the medium, it may only send one frame until going through the entire DCF process once more.  EDCA allows each AC to hold onto the medium for a set period of time and continually send frames without waiting for an ACK.  When the TXOP limit expires, the station must give up access to the medium.

By default, the Voice AC is granted a TXOP of 1504 microseconds, Video is granted a TXOP of 3008 microseconds, while the Best Effort and Background ACs may only transmit one frame at a time before going through the channel access algorithm again.

	388
	Chapter 18, Last Paragraph

Reads:

When running TSpec, which is highly recommended when deploying real-time applications, a client station signals its traffic requirements (mean data rate, power save mode, frame size, and so on) to the AP. In this way, before a client sends traffic of a certain priority type (which is managed by the appropriate AC), it must first request permission via the TSpec mechanism. For example, a WLAN client device wanting to use the voice AC must first make a request for use of that AC to see if there is sufficient space on the network to do so. If the AP decides that there is insufficient availability on the network, it denies access for that client station, thus protecting the currently sending stations.
	Should read:

When running TSpec, which is highly recommended when deploying real-time applications (assuming the client supports it), a client station signals its traffic requirements (mean data rate, power save mode, frame size, and so on) to the AP. In this way, before a client sends traffic of a certain priority type (which is managed by the appropriate AC), it must first request permission via the TSpec mechanism. For example, a WLAN client device wanting to use the voice AC must first make a request for use of that AC to see if there is sufficient space on the network to do so. If the AP decides that there is insufficient availability on the network, it denies access for that client station, thus protecting the currently sending stations.

	391
	Chapter 18, Third Paragraph

Reads:

The IEEE 802.11e UP mappings for DSCP values that are not mentioned in Table 18-5 are calculated by considering the 3 MSB bits of the DSCP value. For example, the IEEE 802.11e UP value for DSCP 32 (100 000 in binary) would be the decimal equivalent of the MSB (100), which is 4. In this case, DSCP 32 is thus mapped to an 802.11e UP value of 4.
	Should read:

The IEEE 802.11e UP mappings for DSCP values that are not mentioned in Table 18-5  are calculated by considering the three most significant bits (MSB) of the DSCP value. For example, the IEEE 802.11e UP value for DSCP 32 (100 000 in binary) would be the decimal equivalent of the MSB (100), which is 4. In this case, DSCP 32 is thus mapped to an 802.11e UP value of 4.

	393
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Chapter 18, Figure 18-7  Upstream QoS Mapping
Replace Figure
	Replace with:




	394
	Chapter 18, First Full Paragraph

Reads:

When the WLC receives a wireless Ethernet frame sent through the CAPWAP tunnel, it examines the inner packet’s DSCP value and automatically maps it to the appropriate 802.1p CoS value on the 802.1Q trunk port before sending it to the connected wired switch. For example, if the DSCP value is 46, a CoS value of 5 is automatically then writ- ten into the 802.1p header.
	Should read:

When the WLC receives a wireless Ethernet frame sent through the CAPWAP tunnel, it examines the CAPWAP DSCP value and automatically maps it to the appropriate 802.1p CoS value on the 802.1Q trunk port before sending it to the connected wired switch. For example, if the DSCP value is 46, a CoS value of 5 is automatically then writ- ten into the 802.1p header.

	400
	Chapter 19, Remove First Paragraph (duplicated from page 399)

	Paragraph to remove:
As a best practice, if possible, it is recommended to configure a separate WLAN for each class of service used in the wireless network. For engineers working in the wired side of the network this is a familiar concept; for example, it is recommended to deploy mobile Wi-Fi IP phones on a “voice WLAN/SSID.” In the case of the wired network, allocating IP phones to a dedicated voice VLAN is seen primarily as a way to address security concerns. Although security plays a key role in isolating wireless handsets to the voice SSID, the other compelling driver is that it allows a single QoS policy to be applied to the entire SSID.

	400
	Chapter 19, Second Paragraph

Reads:

In many ways, assigning real-time applications to a dedicated SSID makes the job of designing QoS for voice and video relatively simple because real-time traffic is not mixed with any other type of best-effort traffic and because the QoS policy handling it can be applied to the whole WLAN. That being said, any packets received by the AP from a client are expected to have the correct UP and DSCP markings set. If they do not, even if they are in a dedicated SSID that is given the highest level of QoS, it still treats these packets according to their markings. For example, if a voice packet is received on the voice WLAN but has a DSCP value of zero, it is treated as best effort, even though the voice WLAN is configured with the “Platinum” level of QoS. As was stated earlier, the WLAN does not set a trust boundary and does not influence the DSCP markings of the packets after they are received (with the exceptional case of when AVC is used).
	Should read:

In many ways, assigning real-time applications to a dedicated SSID makes the job of designing QoS for voice and video relatively simple because real-time traffic is not mixed with any other type of best-effort traffic and because the QoS policy handling it can be applied to the whole WLAN. That being said, any packets received by the AP from a client are expected to have the correct UP and DSCP markings set. If they do not, even if they are in a dedicated SSID that is given the highest level of QoS, it still treats these packets according to their markings. For example, if a voice packet is received on the voice WLAN but has a DSCP value of zero, it is treated as best effort, even though the voice WLAN is configured with the “Platinum” level of QoS. As was stated earlier, a AP does not set a trust boundary for a WMM-capable WLAN, and does not influence the DSCP markings of the packets after they are received, other than setting a maximum DSCP value for the WLAN (with the exceptional case of when AVC is used).

	407
	Chapter 19, Sixth Paragraph

Reads:

Compare how this changes the QoS behavior of the profile. When Silver is left at the default of best effort, the WLC and AP ensure that all QoS markings are set to 0, both in the upstream and downstream directions. This means that any upstream UP value is always mapped to DSCP 0, without exception. If this value is changed to video, it means the profile allows all incoming UP values up to 5 without modification, and in turn a DSCP value of 34. However, if an UP value of 6 is received, the QoS profile still down- grades it to 5, which is the maximum for the video profile.
	Should read:

Compare how this changes the QoS behavior of the profile. When Silver is left at the default of best effort, the WLC and AP ensure that all QoS markings are set to 0, both in the upstream and downstream directions. This means that any upstream UP value is always mapped to DSCP 0, without exception. If this value is changed to video, it means the profile allows all incoming UP values up to 5 without modification, and in turn a DSCP value of up to 34. However, if an UP value of 6 is received, the QoS profile still downgrades it to 5, which is the maximum for the video profile.

	407

Thru

408
	Chapter 19, Last Pargraph

Reads:

Another important aspect of the QoS profile configuration is the mapping of the WLAN QoS markings to the 802.1p CoS value on the wired side of the network. As mentioned previously, the IEEE and WMM standard for QoS marking in wireless environments does not exactly line up with the standard approach used in wired networks. For example, in a wired network, voice applications are always mapped to a CoS value of 5 (with a corresponding DSCP value of 46). However, the IEEE standard approach in WLAN environments is to use an 802.11e UP value of 6 for voice instead (still DSCP 46). Therefore, it is important to correctly map the CoS values for each WLAN on the wired side. To make things convenient, by default the WLC automatically maps the inner packet’s DSCP value to the correct 802.1p CoS value (see Table 18-5 in Chapter 18); however, if you want to modify the CoS mapping as frames are sent from the controller toward the wired side of the network, this can also be done from the same screen shown in Figure 19-5.
	Should read:

Another important aspect of the QoS profile configuration is the mapping of the WLAN QoS markings to the 802.1p CoS value on the wired side of the network. As mentioned previously, the IEEE and WMM standard for QoS marking in wireless environments does not exactly line up with the standard approach used in wired networks. For example, in a wired network, voice applications are always mapped to a CoS value of 5 (with a corresponding DSCP value of 46). However, the IEEE standard approach in WLAN environments is to use an 802.11e UP value of 6 for voice instead (still DSCP 46). Therefore, it is important to correctly map the CoS values for each WLAN on the wired side. To make things convenient, by default the WLC automatically maps the CAPWAP DSCP value to the 802.1p CoS value (see Table 18-5 in Chapter 18); however, if you want to modify the CoS mapping as frames are sent from the controller toward the wired side of the network, this can also be done from the same screen shown in Figure 19-5.


	414
	Chapter 19, Enabling WMM QoS Policy on the WLAN, First and Second Pargraphs

Reads:

One of the key enhancements introduced by EDCA is the capability for the wireless clients to signal traffic requirements to the AP before transmitting high-priority traffic. In the 802.11e standard, this is called Traffic Specification (TSpec). During the TSpec communication between client and AP, the client is given a specific Transmission Opportunity (TXOP), or a dedicated window of time where it has exclusive access to the medium so that it can send its high-priority traffic.

Newer WLAN clients (those that are compliant with the 802.11e EDCA specification) use the Add Traffic Stream (ADDTS) TSpec request function to request admission to an AP. The TSpec element communicates several key parameters to the AP, including data rates, frame sizes, and its bandwidth requirement. This information allows the AP to calculate a TXOP for a given client to optimize its access to the wireless medium. This process also allows the WLC to calculate whether an AP has the resources to even meet what has been requested through the TSpec element. Examples of devices that support this feature are the Cisco 792XG family of VoIP phones. 
	Should read:

One of the key enhancements introduced by EDCA is the capability for the wireless clients to signal traffic requirements to the AP before transmitting high-priority traffic. In the 802.11e standard, this is called Traffic Specification (TSpec). 
WMM clients that support TSpec use the Add Traffic Stream (ADDTS) function to request admission to an AP. The TSpec element communicates several key parameters to the AP, including data rates, frame sizes, and its bandwidth requirement.  This process allows the WLC to calculate whether an AP has the resources to meet what has been requested through the TSpec element. Examples of devices that support this feature are the Cisco 792XG family of VoIP phones. 

	414
	Chapter 19, Third and Fourth Bullet Points
Reads:

· Load Based: Used only for non-mesh wireless deployments 
· Static: Used only for mesh wireless deployments 
	Should read:
· Load Based: Used for TSpec capable wireless devices 
· Static: Used for non-TSpec SIP devices 

	415
	Chapter 19, First Pargarph under Note

Reads:

This configuration page also allows you to configure the bandwidth in kilobits per second that you want to assign per SIP call on the network. This parameter can be configured only when the SIP codec selected is user defined. It is also important to note that SIP-based CAC will only work if Media Session Snooping (also known as SIP Snooping) is also configured for a given WLAN. Media session snooping is examined more closely in the following section.
	Should read:

This configuration page also allows you to configure the bandwidth in kilobits per second that you want to reserve per SIP call on the network. This parameter can be configured only when the SIP codec selected is user defined. It is also important to note that SIP-based CAC will only work if Media Session Snooping (also known as SIP Snooping) is also configured for a given WLAN. Media session snooping is examined more closely in the following section.


	425
	Chapter 19, Figure 19-17 A Design Bsed on the Four-Class Model
Replace Figure
	Replace with:
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	872
	Chapter 36, Tunnel Mode, First Pargraph

Reads:

Tunnel mode is the default IPsec mode of operation in Cisco IOS routers. With tunnel mode, the entire IP packet is protected by IPsec, meaning that the sending VPN router encrypts the entire original IP packet and adds a new IP header to this packet. Tunnel mode is a popular deployment option for IPsec because it supports routing protocols, such as Open Shortest Path First (OSPF) Protocol and Intermediate System-to-Intermediate System (IS-IS) Protocol. A key requirement in running these interior gateway protocols (IGPs) over a VPN tunnel is the ability to support multicast, which is a key feature of IPsec tunnel mode. Figure 36-1 illustrates an example of an IPsec tunnel mode packet structure. 
	Should read:

Tunnel mode is the default IPsec mode of operation in Cisco IOS routers. With tunnel mode, the entire IP packet is encrypted by IPsec. Tunnel mode is a popular option for IPsec because common deployment models, such as Cisco Virtual Tunnel Interface (VTI), support dynamic routing protocols, including Open Shortest Path First (OSPF) and Intermediate System-to-Intermediate System (IS-IS) Protocol. Figure 36-1 illustrates an example of an IPsec tunnel mode packet structure. 

	873
	Chapter 36, Transport Mode, First Paragraph

Reads:

Transport mode is a common deployment mode for IPsec and is often used for encrypted peer-to-peer communications. Unlike tunnel mode, transport mode does not encase the original IP packet into a new packet. Rather, with IPsec transport mode only the payload of the IP packet is encrypted while the original IP headers are preserved, in effect being copied to the outside of the new IPsec packet. Because transport mode leaves the original IP packet header intact, it is not possible to combine transport mode with certain IP services such as multicast, or other routing protocols that rely on multicast (for example, OSPF and Enhanced Interior Gateway Routing Protocol [EIGRP]). For example, transport mode is often used in conjunction with generic routing encapsulation (GRE), where the entire GRE tunnel is encrypted with IPsec (described in more detail in the following section). Figure 36-2 illustrates an example of an IPsec transport mode packet structure.
	Should read:
Transport mode is a common deployment mode for IPsec and is often used for encrypted peer-to-peer communications. Unlike tunnel mode, transport mode does not encase the original IP packet into a new packet. Rather, with IPsec transport mode only the payload of the IP packet is encrypted while the original IP headers are preserved.  Because transport mode leaves the original IP packet header intact, it is not possible to combine transport mode with certain IP services such as multicast, or other routing protocols that rely on multicast (for example, OSPF and Enhanced Interior Gateway Routing Protocol [EIGRP]). For example, transport mode is often used in conjunction with generic routing encapsulation (GRE), where the entire GRE tunnel is encrypted with IPsec (described in more detail in the following section). Figure 36-2 illustrates an example of an IPsec transport mode packet structure.

	873
	Chapter 36, Figure 36-2  IPsec Transport Mode IP Packer using ESP
Replace Figure
	Replace with:
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This errata sheet is intended to provide updated technical information. Spelling and grammar misprints are updated during the reprint process, but are not listed on this errata sheet.
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