Errata list for Statistical Analysis: Microsoft Excel 2010
Please note: The figures in the book can be difficult to read. This is due to the fact that their size (and therefore the apparent font size) was reduced so that the physical  
Page 53. The formula near the top of the page works only with a vector of cells (one column and multiple rows, or one row and multiple columns). It does not work with a range of cells that contains multiple rows and multiple columns.
Immediately following the formula at the top of page 53, the text should read:

". . . assuming that the text values are in A2:A21. (The range could occupy a single column, as in A2:A21, or a single row, as in A2:Z2. It will not work properly with a multi-row, multi-column range such as A2:Z21.) 

Page 72. Fifth paragraph. "Samples involve error: in practice, they are virtually never precisely equal to the parameters they're meant to estimate." The sentence should read: "Samples involve error: in practice, their statistics are virtually never precisely equal to the parameters they're meant to estimate."  

Page 86 – 87. There are two references to a family named Gayle in the paragraph that spans the bottom of page 86 and the top of page 87. It should be Neil, as shown in cell A8 of Figure 4.7.

Page 123. Figure 5.6 inadvertently omits the formula bar, and therefore you can't see the formula in cell C6. It is:

=C5*(C3^C2)*(C4^(C1-C2))
Page 125. Paragraph beginning "So the .INV() form of the function . . ." It's not strictly necessary to say so, but it would have been considerate if I had completed the paragraph with this sentence: "Then, BINOM.INV() returns the number of successes that would satisfy your criteria for sample size, for percent defective in the population, and for the percent of the area in the binomial distribution that you're interested in."

Page 142. Third paragraph. The function spelled as CHIS.DIST.RT() should be spelled as CHISQ.DIST.RT().

Page 181. Next to last full paragraph. ". . . assume it doesn't." should read ". . . assume it isn't."

Page 192. Final full paragraph. "510,000 observations" should be "517,000 observations".

Page 194. Final equation on page. The parentheses do not balance. The equation should have this expression under the square root radical:

(1500)(.1)(.9)
Page 195. Final line before the Making Things Better heading omits a percent sign just before the colon, and should read ". . . distribution is 10.48%: slightly . . ."
Also on page 195, the text should stress that the figures of 9.84% and 10.48% refer to the probabilities returned by the normal curve, relying on the Central Limit Theorem, and by the formula for binomial distribution. The 9.84% figure is an approximation obtained by appealing to the Central Limit Theorem, and that approach was needed when you needed to calculate the binomial distribution by hand. The 10.48% figure is an exact test, made possible by the easy access to the binomial distribution that current software provides us. The discrepancy between the two figures is small, 0.64 %, but you may regard it as meaningful.

Page 197. First paragraph. ". . . they all share the name t-test." This is badly put. ANOVA, for example, is as well suited for testing the difference between just two means as for testing the differences between more than two means. I intended to prepare the ground for discussing the standard equal-n t-test, as well as the dependent groups t-test, and the unequal-n t-test.
Page 200. First bullet point. Include this parenthetical after the first sentence: ". . . in your sample. (Or, as just discussed, the known standard deviation of the population. You can use either, but your choice has implications for the type of test you run; see Using the t-Test instead of the z-Test later in this chapter.)  In this example, . . ."

Page 201. Next to last paragraph, second sentence. This is better: "It is calculated by dividing the sample variance (or, if known, the population variance) by the sample size . . ."
Page 205. End of first (and partial) paragraph on the page. Add this parenthetical sentence: ". . . to conclude that the null hypothesis is wrong. (Compare this line of reasoning with that discussed in Chapter 7's section titled Constructing a Confidence Interval.)"

Page 205, second bulletpoint. Replace "55 is the population mean." with "55 is the mean assumed by the null hypothesis."

Page 205, third from final paragraph. End of second sentence. Let it read, ". . . in Figure 8.2, to the left of the sample mean, or Age 45, on its horizontal axis."

Page 208, first paragraph after the sidebar. Next to last sentence. Let it read, ". . . relative to the location of the hypothesized population mean."

Page 209. First sentence in the section titled Creating the Charts. Let it read, "With the data established in the worksheet in columns A through F, as described previously, . . ." 

Page 227, Figure 9.1. The equation shown in cell G4, =(C13-B13)/F3, should be =(B13-C13)/F3
Page 245. Please add the following to the end of the second full paragraph, just prior to the Using the Type Argument heading: "If Tails equals 1, the critical value is the mean of the control group plus or minus the value of t multiplied by the standard error. If Tails equals 2, the critical values are the mean of the control group plus and minus t multiplied by the standard error."
Page 262. Second full paragraph, second sentence. ". . . the differences between these means leads to . . ." should read ". . . the differences between these means lead to . . ."

Page 268. Final paragraph, first sentence. It reads: "But what if the variance between group means is large relative to the variance within groups?" It should read: "But what if the variance based on differences between group means is large relative to the variance based on deviations within groups?"

Page 274, final line. The second sentence reads, "The curve you see assumes that MSb and MSw are the same in the population, as is the case when the null hypothesis is true." It should read: "The curve you see assumes that the variances based on MSb and MSw are the same in the population, as is the case when the null hypothesis is true."

Page 363. Second full paragraph. ". . . couple examples." should read ". . . couple of examples."

Page 375. Next to last paragraph, third sentence. The sentence reads: "Figure 14.7’s analysis adds a covariate, and its factor has three levels: a control group as before, but two experimental medications instead of just one. That additional factor level simply means that there’s an additional vector, and therefore an additional regression line to test."

After writing that sentence I inserted a new figure but did not completely correct the accompanying text. That sentence should read: "Figure 14.7’s analysis uses a factor that has three levels: a control group as before, but two experimental medications instead of just one."

The issue of the third level and its regression between the covariate and the outcome does not arise until Figure 14.8.

The second sentence in the second graf on page 376 should now read:

". . . The answer begins with the analysis in Figure 14.8, which adds a covariate in column C to the layout in Figure 14.7."

Page 75, second full graf, final sentence. Please change ". . . is unconstrained . . ." to " . . . are unconstrained . . ."
Page 141 through end of chapter. The section title at the top of the right-hand pages, next to the page number, says "The Yule Simpson Effect". That section ends on page 141. My guess is that the heading on page 141 needs to be moved up in the hierarchy. The title of the chapter's final section. Summarizing the Chi-Square Functions, should appear at the top of the right-hand pages.

Page 219. Second full graf, first sentence. Please add "and" between comma and "that": "Suppose that the alternative hypothesis is true, and that Gulf turtles have a mean age of 45 years."

Page 219, final graf on page. Second sentence. Please add "In this example, ":

"In this example, the farther to the left that this curve is placed, . . ."

Page 222, second graf, final sentence. Please change "continue to accept" to "don't reject"

Page 223, first graf, final sentence. Please change ". . . critical values for the .01 . . ." to ". . . critical values for only the .01 . . ."

Page 259, final graf,. First sentence. Please change ". . . you're taking advantage . . ." to ". . . you're taking unfair advantage . . ."

Page 287, second graf, first sentence. Please change ". . . – the types of treatment – . . ." to ". . . – the type of treatment – . . ."   

Page 295, entire final graf. There are five changes, so I'll just provide the corrected text of the full graf, here:

In each case, though, the associated F ratio is different in the single-factor case from its value in the two-factor case. The reason has nothing to do with the main effect itself. It is due solely to the second factor, and to the interaction, in the two-factor analysis. The Sums of Squares for the second factor and the interaction in the two-factor analysis were part of the Within Group variation in the single-factor analysis. Moving these quantities into the interaction in the factorial ANOVA reduces the Mean Square Within, which is the denominator of the F test here. Thus, the F ratio is different. As this chapter has already pointed out, that change to the magnitude of the F ratio can convert a less sensitive test that retains the null hypothesis to a more powerful statistical test that rejects
the null hypothesis.
