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Phase 0 High Availability Assessment 

HA Assessment Goals:

Completely understand:

· What are the current and future characteristics of your application?

· What are your service level requirements (SLA’s)?

· What is the impact (cost) of downtime?

· What are your vulnerabilities (hardware, software, human errors, and so on)?

· What is your timeline for implementing a high availability solution?

· What is your budget for a high availability solution?

Make sure you drill down in as much detail as possible in the following areas: 

· Analysis of the current state/future state of the application

· Hardware configuration/options available

· Software configuration/options available

· Backup/recovery procedures used

· Standards/guidelines used

· Testing/QA process employed

· Personnel administering systems assessed

· Personnel developing systems assessed

Team Members:

· HA project lead/Champion [md] the project lead that will drive all meetings, schedule all participants, and manage the day-to-day tasks.

· A system architect/data architect (SA/DA)[md]Someone with both extensive system design and data design experience who will be able to understand the hardware, software, and database aspects of high availability.

· A very senior business analysis (SBA)[md]This person must be completely versed in development methodologies and the business requirements that are being targeted by the application (and by the assessment). 

· A part-time senior technical lead (STL)[md]A software engineer type with good overall system development skills so that they can help in assessing the coding standards that are being followed, the completeness of the system testing tasks, and the general software configuration that has been (or will be) implemented.

With participation, as needed, from:

· End Users/Business Management

· IT system software/administration group

· IT Data/Database Administration group

· IT Security/Access Control group

· IT Application Development group

· IT Production Support group

Project Schedule:

Here are the major events to schedule over a two-week time frame:

· Gather HA Requirements (all)

· HA Assessment kickoff/introduction to process (3 hours)

· HA Assessment information gathering sessions - 5 to 7 JAD style assessment meetings (2 to 3 hours each) over the course of 5 days.

· HA primary variables gauge (2 hours)

· Review HA Assessment requirements (team/management) (2 hours)

· signoff on these requirements (management) (1 hour)

· Selection of HA solution (Team leads) (8 hours)

· Review HA Solution Selection and ROI (Team leads/Management) (2 hours) 

· signoff on HA solution selection (1 hour)

· Commit resources/project for implementation (management) (3 - 8 hours of planning/scheduling/resourcing time)

Step 1 – Application Description 


Task 1 - Describe the current state of the application

· Data (data usage and physical implementation)

· Process (business processes being supported)

· Technology (hardware/software platform/configuration)

· Backup/recovery procedures

· Standards/guidelines used

· Testing/QA process employed

· Service level agreement (SLA) currently defined

· Level of expertise of personnel administering system

· Level of expertise of personnel developing/testing system


Task 2 - Describe the future state of the application

· Data (data usage and physical implementation, data volume growth, data resilience)

· Process (business processes being supported, expanded functionality anticipated, and application resilience)

· Technology (Hardware/software platform/configuration, new technology being acquired)

· Backup/recovery procedures being planned

· Standards/guidelines used or being enhanced

· Testing/QA process being changed or enhanced

· Service level agreement(SLA) desired (from here on out)

· Level of expertise of personnel administering system (planned training and hiring)

· Level of expertise of personnel developing/testing system (planned training and hiring)


Task 3 - Describe the unplanned downtime reasons at different intervals (last 7 days, last month, last quarter, last six months, last year) 



[NOTE: If this is a new application then this task is an estimate of the future month, quarter, six-months, and one year intervals]


Task 4 - Describe the planned downtime reasons at different intervals (last 7 days, last month, last quarter, last six months, last year)



[NOTE: If this is a new application then this task is an estimate of the future month, quarter, six-months, and one-year intervals]


Task 5 - Calculate the availability percentage across different time intervals (last 7 days, last month, last quarter, last six months, last year). 

Please refer back to chapter 1 for this complete calculation.



[NOTE: If this is a new application then this task is an estimate of the future month, quarter, six-months, and one-year intervals]


Task 6 - Calculate the loss of downtime

· Revenue loss (per hour of unavailability) - As an example in an online order entry system, look at any peak order entry hour and calculate the total order amounts for that peak hour. This will be your revenue loss per hour value.

· Productivity Dollar loss (per hour of unavailability) - As an example in an internal financial data warehouse that is used for executive decision support, calculate the length of time that this data mart/warehouse was not available within the last month or two and multiply this times the number of executives/managers who were supposed to be querying it during that period. This would be the "productivity effect." Then multiply this by the average salary of these execs/managers. This would be a rough estimate of productivity dollar loss. This does not consider the bad business decisions they might have made without having their data mart/warehouse available and the dollar loss of those bad business decisions. Calculating a productivity dollar loss might be a bit aggressive to be included in this assessment, but there needs to be something to measure against and to help justify the return on investment. For applications that are not productivity applications, this value will not be calculated.

· Goodwill dollar loss (in terms of customers lost per hour of unavailability) - It's extremely important to include this component. Goodwill loss can be measured by taking the average number of customers for a period of time (such as last month's online order customer average) and comparing it with a period of processing following a system failure (where there was a significant amount of downtime). Chances are that there was a drop-off of same amount that can be rationalized as goodwill loss (the online customer didn't come back to you, they went to the competition). You must then take that percentage drop-off (like 2%) and multiply it by the peak order amount averages for the defined period. This period loss number is like a repeating loss overhead value that should be included in the ROI calculation for every month.  



[NOTE: If this is a new application then this task is an estimate of the losses]. 



This might be a little difficult to calculate but will help in any justification process for purchase of HA enabling products and in the measurement of ROI.

Once you have completed the above tasks you will be able to complete Step 2: the HA Primary Variables gauge without much trouble. 

Step 2 - HA Primary Variables Gauge

One deliverable from this assessment should be the complete list of primary variables for high availability. This will be one of your main decision-making tools for choosing which high availability solution matches your application. 

Primary Availability Variables

If we quickly review what these primary variables are, you should be able to more quickly launch your own assessment effort with a clear understanding of what to look for. 

These are: 

· Uptime requirement - The goal (from 0% to 100%) of what you require from your application for this applications planned hours of operation. 

· Time to recover - A general indication (from long to short) of the amount of time that can be expended to recover an application and put it back online. This could be in minutes, hours, or just in terms of long, medium, or short amount of time to recover.

· Tolerance of recovery time - Describe what the impact might be (from High to Low tolerance) of extended recovery times needed to resynchronize data, restore transactions, and so on. This is mostly tied into the time to recover variable, but can vary widely depending on who the end-users of the system are. 

· Data resiliency - A description of how much data you are willing to lose, and whether it needs to be kept intact (have complete data integrity, even in failure). Often described in terms of from low to high data resiliency. 

· Application resiliency - An application-oriented description of the behavior you are seeking (from low to high application resiliency). In other words, should your applications (programs) be able to be restarted, switched to other machines without the end-user having to re-connect, and so on? 

· Degree of distributed access/synchronization - For systems that are geographically distributed or partitioned (as are many global applications), it will be critical to understand how distributed and tightly coupled they must be at all times (indicated from low to high degree of distributed access and synchronization required). A low specification of this variable indicates that the application and data are very loosely coupled and can stand on their own for periods of time. Then, resynchronized at a later date.

· Scheduled maintenance frequency - An indication of the anticipated (or current) rate of scheduled maintenance required for the box, OS, network, application software, and other components in the system stack (from Often to Never). 

· Performance/scalability - A firm requirement of the overall system performance and scalability needed for this application (from low to high performance need). This variable will drive many of the high availability solutions that you end up with since high performance systems often sacrifice many of the other variables mentioned here (like data resilience).

· Cost of downtime ($ lost/hr) - Estimate or calculate the dollar (or euro, yen, and so forth) cost for every minute of downtime (from low to high cost). You will usually find that the cost is not a single number (like an average cost per minute). In reality, short downtimes have lower costs, and the costs (losses) grow exponentially for longer downtimes. You should also try to factor in a "good will" cost (or loss). 

· Cost to build and maintain the high availability solution ($) - This last variable may not be known initially. However, as you near the design and implementation of a high availability system, the costs come barreling in rapidly and often trump certain decisions. 


Step 3 - Return On Investment Calculation

ROI can be calculated by adding up the total HA implementation costs (incremental costs + deployment costs + HA Assessment costs) and comparing them against the complete cost of downtime for a period of time (one year). 

The added hardware and licensing for this HA solution included:
· Five new four-way servers (with 4GB RAM, local SCSI disk system RAID 10, 2 ethernet NIC's, additional SCSI controller (for shared disk)) at $30K per server 

· Five MS Windows 2000 Advanced Server licenses ~ $3K per server (Windows 2003 Enterprise Edition $4K per server)

· Eighteen SCSI disk systems with RAID 10 (minimum of 6 drives per SCSI disk system, 4 shared SCSI disk systems per cluster - 72 drives in total) ~ $55K

· Five - Seven days of additional training costs for system admin personnel ~ $15K 

· Two new SQL Server licenses (SQL Server 2000, Enterprise Edition) at $5K per server.

The full ROI calculation contains these cost enumerations: 


1.
Maintenance cost (for a one year period):




$15K (estimate)[md]yearly System admin personnel cost (additional time for training of these personnel)




$25K (estimate)[md]recurring Software licensing cost (of additional HA components; (5)OS + (2)SQL Server 2000)


2.
Hardware Cost:




$205K hardware cost (of additional HW in the new HA solution)


3.
Deployment/Assessment Cost:




$20K deployment cost (develop, test, QA, production implementation of the solution)




$10K HA Assessment cost


4.
Downtime Cost (for a one year period):




If you kept track of last year's downtime record, use this number; otherwise produce an estimate of planned and unplanned downtime for this calculation. We estimated the cost of downtime/hour to be $15K/Hour for this ASP. 



Planned downtime cost (revenue loss cost) = Planned downtime hours * cost of hourly downtime to the company:






a.
.25% (estimate of planned downtime percentage in one year) * 8760 hours in a year = 21.9 hours of planned downtime






b.
21.9 hours (planned downtime) * $15K/hr (hourly cost of downtime) = $328,500/year cost of planned downtime.



Unplanned downtime cost (revenue loss cost) = Unplanned downtime hours * cost of hourly downtime to the company: 






a.
.25% (estimate of unplanned downtime percentage in one year) * 8760 hours in a year = 21.9 hours of unplanned downtime






b.
21.9 hours * $15K/hr (hourly cost of downtime) = $328,500/year cost of unplanned downtime.

ROI Totals:


Total costs to get on this HA solution = $275,000 (for the year)


Total of downtime cost = $657,000 (for the year)

This revealed that the total implementation cost of this HA solution is 41.86% of the downtime cost for one year. In other words, the investment of the HA solution will pay for itself in .41 of a year or approximately 5 months!

Step 4 - Selected HA Solution

Each HA evaluation question is addressed and corresponding responses captured to yield a final HA Solution that matches the requirements.
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